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You say you want a revolution
Well you know

We all want to change the world
You tell me that it’s evolution
Well you know

We all want to change the world

Don’t you know it’s gonna be alright

— The Beatles, Revolution 1
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Introduction

Andras Barany

Leiden University

Theresa Biberauer
University of Cambridge, Stellenbosch University, University of the West Cape

Jamie Douglas
University of Cambridge

Sten Vikner

Aarhus University

The three volumes of Syntactic architecture and its consequences present contri-
butions to comparative generative linguistics that “rethink” existing approaches
to an extensive range of phenomena, domains, and architectural questions in lin-
guistic theory. At the heart of the contributions is the tension between descrip-
tive and explanatory adequacy which has long animated generative linguistics
and which continues to grow thanks to the increasing amount and diversity of
data available to us. As the three volumes show, such data from a large number
of understudied languages as well as diatopic and diachronic varieties of well-
known languages are being used to test previously stated hypotheses, develop
novel ideas and expand on our understanding of linguistic theory.

The volumes feature a combination of squib- and regular-length discussions
addressing research questions with foci which range from micro to macro in
scale. We hope that together, they provide a valuable overview of issues that
are currently being addressed in generative linguistics, broadly defined, allow-
ing readers to make novel analogies and connections across a range of different
research strands. The chapters in Volume 2, Between syntax and morphology, and
Volume 3, Inside syntax, develop novel insights into phenomena such as syntac-

Andras Barany, Theresa Biberauer, Jamie Douglas & Sten Vikner. 2020. Introduction.

In Andrés Barany, Theresa Biberauer, Jamie Douglas & Sten Vikner (eds.), Syntactic

I architecture and its consequences I: Syntax inside the grammar, v—viii. Berlin: Language
Science Press.
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tic categories, relative clauses, constituent orders, demonstrative systems, align-
ment types, case, agreement, and the syntax of null elements.

The contributions to the present, first volume, Syntax inside the grammar, ad-
dress research questions on the relation of syntax to other aspects of grammar
and linguistics more generally. The volume is divided into two parts, dealing
with language acquisition, variation and change (Part I), and syntactic interfaces
(Part II).

The chapters in Part I, Language acquisition, variation and change, address
questions such as the role of random drift in language change (Clark), complexity
in grammars (Bejar, Massam, Pérez-Leroux, and Roberge), and the modelling of
syntactic micro- and macro-variation across languages synchronically in Bantu
and Polynesian languages (van der Wal; Travis), diachronically (Schifano and
Cognola), and also across frameworks (Borsley; Vincent and Borjars). The chap-
ters by Haeberli and Thsane, Fuf§ and Trips, and van Kemenade provide novel
insights into the diachrony of English verbs, subjects, and prepositions, respec-
tively, while Vincent and Borjars’ contribution shines light on the general notion
of “heads” across time and across current syntactic frameworks, and Roussou fo-
cuses on the diachrony and grammaticalisation of complementisers.

Several chapters in Part II, Syntactic interfaces, explore how syntax and se-
mantics interact in the context of decomposed functional structure, expanding
on influential proposals on fine-grained distinctions in the v-domain (Chomsky
1995; Kratzer 1996) and the structuring of events (Borer 2003; 2005a,b; 2013; Ram-
chand 2008; 2018). Specific cases discussed here are the decomposition of pas-
sives (Biggs; Fadlon, Horvath, Siloni, and Wexler), telicity (Hu), split intransitiv-
ity (J. Baker), and verb-internal modifiers (Song). Questions about higher levels
of clausal architecture, such as the lack of verbal wh-expressions (Irurtzun) and
potential violations of the Final-over-Final Condition (Aboh) also feature in this
part. Other chapters, in turn, tackle issues in the nominal domain, such as the
syntax of nominal predication (Adger), a novel perspective on Binding Princi-
ples A and B (Richards), and questions on the syntax of classifiers and classifier
languages (Lam). Finally, the syntax—phonology interface in several Bantu lan-
guages is the topic of Hyman’s chapter.

Taken together, then, the contributions to this volume, many of which have
clearly been influenced and inspired by Roberts (2010; 2012; 2014; 2019), Roberts
& Roussou (2003), Roberts & Holmberg (2010), Biberauer & Roberts (2012; 2015),
and Biberauer et al. (2014) give the reader a sense of the lively nature of current
discussion of topics in synchronic and diachronic comparative syntax ranging
from the core verbal domain to higher, propositional domains.

vi
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Chapter 1

Drift, finite populations, and language
change

Robin Clark

University of Pennsylvania

History happens only once. This seems to set up an impenetrable barrier for social
sciences, like historical linguistics, that concern themselves with change over time.
We have the historical record to go on with no convincing way to generate alterna-
tive histories that could be used for hypothesis testing. Nevertheless, it is of some
interest to ask whether what we see in the historical record is due to particular
forces or whether the time series we see could be the result of random drift. In this
paper, I will spell out some simple principles of random drift that can be used to
construct null hypotheses against which we can study particular cases of language
change. The study of random drift allows us to sharpen our analyses of language
change and develop more constrained theories of language variation and change.

1 Introduction

More years ago than I like to count, Ian Roberts and I wondered about the causal
mechanisms of language change (Clark & Roberts 1993). At the time, the idea
was that language change would happen when the learner cannot uniquely deter-
mine the grammar on the basis of linguistic evidence; in these circumstances, the
learner would be inexorably driven toward the simpler analysis and the language
would change. I can confess here that my own thinking about how this could hap-
pen was rather thin; I supposed that language contact, whether between different
language groups or different sociolinguistic levels, would introduce ambiguities
into the learner’s evidence, thus driving change.

While there is no doubt that language contact is an important driver of lan-
guage change, we should ask whether it is the sole driver of change. Suppose we

Robin Clark. 2020. Drift, finite populations, and language change. In Andras Barany,
Theresa Biberauer, Jamie Douglas & Sten Vikner (eds.), Syntactic architecture and its
I consequences I: Syntax inside the grammar, 3—14. Berlin: Language Science Press.
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conclude that language contact is the sole driver of change; what are we to say
about language diversity? Where does the diversity of languages come from, if
not from multigenesis? Imagine, though, that a homogeneous linguistic group
is isolated for a millennium; would the language really remain unchanged over
that time, simply because the group had no contact with any other group?

Clearly, it is worth our while to investigate other potential sources for lan-
guage change beyond the clear case of language contact. I will make the case,
here, that random processes (drift) could be a source of language change. More
precisely, the sampling error that arises from each individual’s particular expe-
rience with language could be a source of language variation, particularly when
amplified through a hierarchical social structure that includes language leaders,
individuals who are taken as models by other members of their social group. In
fact, as we shall see, this sort of variation is inevitable in finite populations, a fact
that has long been known in population genetics (Crow & Kimura 1970).

2 Random processes and neutral models

The Hardy—-Weinberg model, an early model of gene frequencies in populations,
had a simple structure that made it an appealing and simple model of change
over time; the equation underlying the model is exceedingly friendly and has
not only been used in biology but has also been usefully adapted to build mathe-
matical models of social and cultural evolution (Boyd & Richerson 1985), since it
can neatly express the relationship between two variant forms, p and ¢.! From a
linguistic perspective, we could take p and g to be the probability of two linguistic
variants that cannot be expressed simultaneously and are, thus, in competition
with each other; for example, p might be the likelihood of verb raising, while q is
the probability of leaving the verb in situ. In this case, of course, we would take
qtobel—p.

Crucially, the model makes a number of assumptions about populations. First,
there is random pairing; individuals do not “clump” together into groups depend-
ing on their preference for p or g. Second, it is assumed that selection is not op-
erating on the population; in other words, one variant is not preferentially repli-
cated. Third, mutation and migration are absent; new variants are not introduced
that might compete with the existing options and there is no outflow or inflow

!See also Cavalli-Sforza & Feldman (1981), one of the earliest attempts to propose a population-
based model of cultural evolution; McElreath & Boyd (2007) is a good overview of mathematical
models of social evolution, in particular their Chapter 1.
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of new variants. Thus, the model in its simplest form would put aside both inno-
vation (mutation) and language contact (migration) as sources of change. Finally,
and this point is crucial, the population is infinite in size so that frequencies of the
variants are not subject to chance fluctuations.? These assumptions implied that,
all else being equal, the population would quickly achieve a mixed equilibrium
state. This means that, in the absence of selection, the population frequencies for
the character in question would remain stable. The frequencies in a population,
if disturbed, will quickly return to equilibrium. If, however, some force acts on
the underlying frequencies, then the population will happily rest at the new fre-
quency. One such force would be selection, where one variant is, for whatever
reason, preferred over the other. An observed positive change in frequencies of
a character would then imply that either positive selection was working on the
characteristic or that negative selection was acting on the other variant of that
characteristic.

To make the discussion concrete, suppose that the variants are (1) inversion
of the subject and the main verb in questions or (2) insertion of an auxiliary
verb which is then inverted with the subject. Suppose further that the frequency
of the second variant is increasing. A Hardy-Weinberg model would treat this
as either selection for the second variant or selection against the first variant.
Otherwise, in the absence of selection, the relative frequencies of the two types
should remain constant.

Although the model is appealingly simple, population biologists soon ques-
tioned the assumption that the population is infinite. Clearly infinite populations
don’t exist in nature, so it’s of some interest to consider what happens in a finite
population. So let’s suppose that we have a finite population of N individuals.
Since we are interested in the spread of properties in a population, we can safely
suppose that some features are replicated by a copying process. Since the popu-
lation is finite, we can further suppose that some copies are removed from the
population. More precisely, at each time step, one individual is randomly selected
from the population according to a uniform distribution and copied and one in-
dividual is randomly selected and deleted. This is a Moran process (Moran 1958),
and it is a simple model of how random forces due to sampling can act on a pop-
ulation. This process should have some resonance in linguistics, since variants
might be randomly sampled in the population; by chance, I may have heard the
past tense of sneak as snuck rather than sneaked and might, therefore, develop
a preference for snuck. In general, because the process is sampling a finite pop-
ulation, chance becomes an important force so that large changes in population

“The literature on the Hardy—Weinberg model is extensive. Bergstrom & Dugatkin (2012) con-
tains a highly accessible introduction to the mathematics.
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frequencies could be due to random factors. Notice that these random changes
can build up over time, resulting in a change going to completion; no other forces
need to be acting on the population. Thus, a population will change over time in
the absence of actual selection; see the discussion of the neutral model, below.

| |

1 1
400 600 800 1000

Figure 1.1: N = 10; 1,000 steps; 15 repetitions

Figures 1.1-1.3 show the results of three different experiments with this ran-
dom process in populations of various sizes, the process repeated fifteen times
for each population size; in all these cases, we are simply applying the random
sampling process described above to the population. In all these cases, the x-axis
shows the number of steps and the y-axis shows the number of individuals bear-
ing some variable trait, call it “A” My interest here is simply to show the potential
effects of population size, so what we will do is consider how this random pro-
cess plays out on populations of different sizes, ranging from 10 individuals and
going through orders of magnitude. We will briefly turn to the applicability to
language below.

In Figure 1.1, the population consists of 10 individuals. We begin with half the
population having the trait A and the other half lacking it; the figure tracks the
frequency of the trait in the population over time. By hypothesis, the trait itself
has no consequences for either survival or reproduction. It is clear from Figure 1.1
that in a small population whatever the trait is, it quickly either takes over or
is removed from the entire population. Since the trait has no consequences for
survival or reproduction, the end result, whether it is fixation or elimination, is
entirely up to chance, a function of random sampling. Because the population is
so small, a great deal of variation emerges in short order. Small populations tend



1 Dirift, finite populations, and language change

to have higher variance and will more quickly show the effects of random drift;
in this case, a sample size of one has consequences for 10% of the population, so
it is no wonder that the variance is so high. Note that the population quickly
fixates, either with the entire population having A or with A being driven out of
the population. This implies that in small populations it will be very difficult to
distinguish selection for a trait from simple drift.

100

80

60

40

20

0 200 400 600 800 1000
Figure 1.2: N =100; 1,000 steps; 15 repetitions

In Figure 1.2, the population is an order of magnitude larger than in the first
experiment, with a population size of 100 individuals as opposed to the popula-
tion of 10 individuals. Again, we begin with half of the population having the
trait A. The figure tracks the frequency of A over time. We can see that variance
increases over time, although the increase is slower than in the small population
of 10 individuals. Despite the fact that the change in variance is slower than in
the smaller population, it is still considerable after only 1,000 steps; in some rep-
etitions the trait is present in about 90% of the population while in others the
trait is present in only about 20% of the population. We can be sure that even-
tually, the population will eventually go to completion; variation will eventually
disappear either when the entire population has A or when is vanishes from the
population; no middle course is possible (Sigmund 1993).

In Figure 1.3, I have increased the size of population by yet another order of
magnitude, to 1,000 individuals, and followed the process for 15 repetitions of
1,000 steps. With this population, the variance grows even more slowly relative
to the population size. Nevertheless, it is clear that the variance does grow, as can
be seen by comparing the spread of the population from step 200 to step 1,000.
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Indeed, as in the above cases, the population will eventually go to completion,
although it may take a much long time to do so. It is as though increases in
population size have the effect of increasingly stretching the diagram in Figure 1.1
while retaining the outcome: ultimate completion of the change after adequate
time.

1000

800 [- B

600 |

400 | .

200 | R

0 200 400 600 800 1000
Figure 1.3: N = 1,000; 1,000 steps; 15 repetitions

While I'm certainly not claiming that language change is a Moran process,
these experiments show a number of important features of finite populations
and random sampling. First, it is clear that random forces can be a compelling
force on populations, one which, over the long term, can result in large changes
in frequencies. Unlike the simple model on infinite populations, once we have
observed a change in frequency of a trait in a finite population, we must ask
whether that change of frequency can be accounted for solely in terms of a ran-
dom force, like sampling error, or whether we must appeal to selection if we are
to understand the change. This point holds for the time series of frequencies of
variant linguistic features as much as it does for time series of the frequency of
genes in a population. This fact has import consequences for the study of lan-
guage change.

Second, the size of a population plays a crucial role in change; the smaller the
population, the easier it is for chance to buffet the frequencies, resulting in large
short-term changes of frequency of a variant in a small population. As the size
of the population grows, it will be less likely that randomness will result in rapid
changes in frequency. Thus, if we observe a rapid change in the frequency of a
trait, the larger the population is, the more likely it is that the change is a result
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of selection rather than chance. In a small population, as Figure 1.1 illustrates,
precipitous changes of frequency due to chance are not unusual.

The interpretation of population size with respect to language change is an
important question. It seems to me unlikely that population, here, refers to the
number of speakers of the language, although there will clearly be some rela-
tion between change and the number of speakers. If the relationship were a sim-
ple one, then we would expect languages with more speakers to change more
slowly than languages with smaller numbers of speakers. 'm inclined to take
population to be more intimately related to the frequencies of the forms in ques-
tion. Extremely frequent forms should change only very slowly, while less fre-
quent forms should be more inclined to drift. This accords well with the obser-
vation that irregular plural forms in English are likely to be frequent (foot/feet,
man/men, child/children, mouse/ mice and so on).3 These reflect older stages of
the language which retain vestiges of an older system but resisted change to the
regular form by virtue of their “large population” (high frequency). Indeed, cast-
ing our net more widely, we see evidence that high frequency correlates with
stability; highly frequent forms are more stable and retained longer while low
frequency forms are less stable and are not retained as long; see, for example,
Pagel et al. (2007) on rates of lexical change in Indo-European; Lieberman et al.
(2007) and Newberry et al. (2017) for connections between word frequency and
rates of change for irregular verbs in English.

Third, we want to be able to reliably distinguish changes that are consistent
with random drift from changes that are more likely the result of selection. If we
are to understand cases of language change (in particular) and social change (in
general), we will want to have a method of classifying the changes we observe in
those that are consistent with random drift as the sole force of change and those
where we can reject random drift as the sole force. We cannot classify cases of
change simply by looking at individual curves.

Consider the change shown in Figure 1.4, which was again generated by a
Moran process. The curve shows a change in frequency of a trait for a popula-
tion of 200 individuals. It looks sigmoidal, which we would expect if the trait
was being selected for, but it was generated by the same Moran process used
in the experiments shown in Figures 1.1-1.3; we know that the process did not
involve selection although, by chance, this curve appears to be nicely sigmoidal.
We cannot reject the hypothesis that a change is due to chance simply by looking
at a curve with the naked eye. We need a reliable method that takes into account

*See Newberry et al. (2017) for some work on regular and irregular past tense in American
English, as well as other changes including periphrastic do and verbal negation.
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Figure 1.4: N = 200; 25,000 steps

population size, rates of change and so forth; the method should, furthermore,
have wide application not only to language change, but to the quantitative study
of other types of change so that we can accumulate evidence for the fundamental
scientific reliability of the method.
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0 200 400 600 800 1000
Figure 1.5: N = 50; 1,000 steps

Now look at the curve in Figure 1.5. This curve was again generated by a Moran

process on a population of 50 individuals. The curve ultimately trends toward the
trait dominating in the population, although the frequencies vary up and down

10
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in a seemingly random fashion. It is common practice to partition the data from
historical corpora into time bins. In Figure 1.6, I've broken the frequencies used
in Figure 1.5 into quintiles, calculated the average in each quintile and graphed
the result. The new curve shows an initial decline in the trait “A” followed by
an apparently smooth monotonic increase that could be selection; the curve is
clearly sigmoidal. Of course, we know that the underlying process was simply
random sampling of a small population.

40
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26
Figure 1.6: Average frequencies of quintiles

This brings up an important point. Random processes are always at work dur-
ing evolutionary change (Kimura 1983). Thus, when we see a change of frequency
of a trait in a time series, we need to ask whether or not this change could be due
to selection or whether that change is consistent with random drift. If we can rule
out drift for a particular bit of language change, we can then ask why that trait
was selected for (or, for that matter, against). Factors might include properties of
sentence processing, learnability, or social factors (social networks, prestige, or
identity). Note that we are not claiming that drift is a theory of language change
by itself but, rather, that random processes are everpresent and must be con-
trolled for in developing a theory of language change or, more broadly, social
and cultural evolution.

A theory of the random processes associated with language change would
provide a neutral model of language, one where changes in frequency are solely
due to stochastic processes. We could then compare the statistical properties of a

11
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given change with the predictions of the neutral model.* In Newberry et al. (2017),
we tested drift by using techniques developed by Feder et al. (2014); the essential
idea is relatively straightforward. Suppose we have a time series of frequencies of
some variable trait. Starting at zero, we can keep a running sum by adding 1 if the
frequency of the trait at a time step increases and subtracting 1 if the frequency
goes down. We expect that the sums for drift should show a Gaussian distribution
around 0. Indeed, we can estimate population size and test whether we can reject
drift for various population sizes. Newberry et al. (2017) apply the technique to
a number of different time series and argue that not only can we distinguish
between drift and selection, but that we can quantify the strength of selection
relative to population size. The method should, when applied to a broad array of
different time series data, allow us to refine our theory of diachronic change.

So far, the reader may think that drift is a problem for the theory of language
change; in fact, though, drift may also help us to understand how language varia-
tion can arise in the absence of language contact. If the population is finite, then
random processes will guarantee that the variance will increase with time, as we
have seen in our discussion of Moran processes around Figures 1.1-1.3. This, in
turn, guarantees that new variants will constantly be brought into the population.
In other words, variation can arise in the absence of language contact.

Clark & Kimbrough (2015) develop a simple mechanical model of language
variation using a version of exemplar theory (Murphy 2002). The agents adapt
their behavior by finding the centroid of a set of exemplars (in this case, a set of
vowel pronunciations). If no other force is acting on the model, then the agents
gradually find the same centroids. If, however, the model has more social struc-
ture, where some agents are designated as particularly influential, so that their
productions are given extra weight by other agents, the variance grows enor-
mously. The influential utterances, in fact, reduce the effective population size
(Crow & Kimura 1970), since so many agents tend to imitate these utterances;
in other words, social structure makes the population smaller, causing a large
increase in the variance over time. This is, again, an example of how variation
can arise spontaneously due to the statistical properties of small populations.

I began this chapter by recalling a puzzle that Ian Roberts and I had pondered
years ago. We could see that language contact could trigger language change; I
couldn’t quite see how languages would change in the absence of contact, but
surely (I thought) that must be possible. I now offer a hypothesis about another

“Recently, neutral models have begun to receive a great deal of attention, long overdue. See
Baxter et al. (2006; 2009); Blythe (2012); Blythe & Croft (2012); Kauhanen (2017); Stadler et al.
(2016) for an array of approaches.
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possible origin for language variation and language change: finite populations.
I hope in future that we will be able to explore this hypothesis with empirical
work in corpora, modeling with Agent-Based Models and experimental labora-
tory work.
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Chapter 2
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This paper addresses the nature of complexity of recursion. We consider four asym-
metries involving caps on recursion observed in previous experimental acquisition
studies, which argue that complexity cannot be characterized exclusively in terms
of the number of iterations of Merge. While recursion is essentially syntactic and
allowed for by the minimalist toolkit via Merge, selection, and labeling or projec-
tion, the complexity of recursive outputs arises at the interface.

1 Introduction

Watumull et al. (2014) (WHRH) discuss three criterial properties of recursion
and argue that “by these necessary and sufficient criteria, the grammars of all
natural languages are recursive” (p. 1). Phrases and sentences are defined recur-
sively “in a stepwise strongly generative process creating increasing complexity”
(p. 6). We focus here on this notion of complexity, since, from the perspective
that recursive structures are the result of repeated applications of Merge opera-
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tions, structures arising from similar derivational steps should all be derivation-
ally equally complex. This squib sheds light on the nature of the complexity of
recursion in human grammar through a theoretically-based exploration of four
asymmetries observed in a series of experimental studies on the acquisition of
self-embedding structures we have conducted in the last few years. Note that,
while “self-embedding” often refers to complement structures, our use of the
term generalizes over adjunction as well.

WHRH emphasize that recursion is an architectural property of the language
faculty as opposed to a characterization of output structures, pointing to two cor-
relates of this view: (i) recursion is an architectural universal, not an emergent
property; (ii) the caps on recursion that are observable in output structures re-
sult from arbitrary external factors. Here, our work contrasts with WHRH in two
points. First, we investigate recursion as a property of outputs while what mat-
ters for WHRH is the complexity of the recursive procedure itself.! Second, we
examine caps on recursion in child language as a window into development of the
language faculty. Nonetheless, we seek to explore the links between our studies
and the positions articulated in WHRH. In particular, we examine the connec-
tion between children’s capacity to produce self-embedding structures and the
notion of complexity. We argue that while recursion is essentially syntactic and
allowed for by the minimalist toolkit, via Merge, selection, and labeling or pro-
jection (cf. Hauser et al. 2002), the complexity of recursive outputs arises at the
interface.?

The growth of grammatical competence gives rise to the ability to produce
longer and more complex sentences. Although there is little consensus about
what constitutes complexity (Culicover 2013; Roeper & Speas 2014; Trotzke &
Bayer 2015; Newmeyer & Preston 2014; McWhorter 2011), most discussions agree
that embedding increases complexity (Culicover & Jackendoff 2006; Givon 2009).
However, in the narrow syntax, embedding by itself should not determine com-
plexity, as it is given by recursive Merge. We argue that complexity, rather than
being strictly correlated with recursive iterations of Merge, arises at the interface.
Moreover, because recursive iterations of Merge can result in different varieties
of recursively embedded output structures, some structural elaborations turn out
to be more complex than others.

"This is not to say of course that the issue of the complexity of the recursive program is of no
interest but the goal of our research is to identify the source of the difficulties that complex
structures create for children (and adults).

?The view that recursion is in narrow syntax we share with WHRH and many others (e.g. Moro
2008; Nevins et al. 2009); however, it has also been proposed to be in the discourse (Evans &
Levinson 2009; Koschmann 2010), or a consequence of phasal architecture and the interface
(Arsenijevi¢ & Hinzen 2010).
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2 Rethinking complexity

At the outset, the language of young children does not include structurally
elaborate expressions; various forms of structural elaboration emerge during the
preschool years. Absence of a structure leads to the attribution of the property of
complexity to that structure, but often without a clear notion of what complex-
ity is. Here, we discuss four aspects of complexity in recursive structures that
present challenges for a simple definition. We consider these issues in the con-
text of recursive NP embedding, including conjunction, genitives, PP structures,
and relative clauses. In previous work (Pérez-Leroux et al. 2012; Pérez-Leroux,
Castilla-Earls, Bejar, Massam & Peterson 2018; Pérez-Leroux, Peterson, et al. 2018)
we observed that recursive conjunction seems simpler than recursive PP modifi-
cation, that sequential double modification is less complex than twice-embedded
modification, and that the combination of relative clause and PP modification is
somehow less complex than twice-embedded PP modification, at least in some
of the languages studied. From this, we argue that complexity is not uniform,
and that the complexity emerging from recursive embedding is a property of the
interface, and not a property of narrow syntax.

We now turn to a discussion of four contrasts that shed light on the nature of
complexity.

2 Coordination and modification

Children learn the basic ingredients required for NP elaboration quite early, in-
cluding relevant functional elements (Brown 1973) and semantic relations (Bloom
et al. 1975). Pérez-Leroux et al. (2012) investigated the points when children learn
to iterate forms of NP elaboration. Using a referential task, we elicited twice-
embedded genitives (1a) and modificational PPs (1b). Contexts were set up so
twice-embedded modification was needed to disambiguate target referents from
other competing referents. For instance, we need something like (1b) to uniquely
describe the target in a scenario with two girls, each with a dog, where the
only difference is a hat on one of the dogs. We controlled for whether children
could produce utterances with three NPs, by testing coordination, as in (2), which
matched the utterance length of the recursively embedded conditions.

(1) a. the boy’s cat’s tail
b. the girl with a dog with a hat

(2) aboy, a bicycle, and a doll

Of key importance is the following result: children had no difficulties produc-
ing coordinate NPs, but had substantial difficulties with NP embedding. Two-
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thirds of the younger children produced no NP embedding at all. This does not
follow from current assumptions about coordination structures. Recently, the
goal has been to integrate coordination into X-bar theory (contra, e.g. Jackend-
off 1977), whether by adjunction (Munn 1993) or complementation (Johannessen
1998). Under this approach, coordinates are structurally equivalent to either of
the twice-embedded structures in (1). This precludes a purely structural explana-
tion of the relative difficulty of the PP and genitive recursive structures.

The NP embedding/coordination contrast is thus placed squarely in the do-
mains of processing and/or semantics, i.e. interpretive complexity at the interface.
Coordinating three NPs just augments a set. Embedding, via either adjunction or
complementation, reformulates the description of a set. The descriptive content
of lower referents serves to restrict the domain of the higher nominal.

3 Sequential and recursive PP modification

A subsequent study explored the next logical question (Pérez-Leroux, Peterson,
et al. 2018). Does each step in embedding increase the complexity of the nominal
structure? We set up a minimal comparison between two types of doubly mod-
ified structures involving locatives, relying on a similar referential task to the
one previously employed, but contrasting two types of contexts. One condition
required two PPs modifying the same head noun as in (3a), whereas in the other
(3b), the head noun is modified by a PP, itself modified by a lower PP.

(3) a. the plate [ under the table ] [ with oranges ]
b. the bird [ on the alligator [ in the water ]]

A detailed comparison of these two constructions reveals that, syntactically
and semantically, they are equally complex, at least in principle. Their genera-
tion involves not only the same core operations (e.g. Merge, predicate modifica-
tion), but also the same number of core operations. Given the formal parallels
of the two constructions, we would expect comparable patterns of production.
However, a strong asymmetry arises. Both children and adults produced twice-
embedded PP modification at half the rates of double sequential modification.
Since everything else is held constant, productivity can be interpreted as a re-
flection of less complexity. Given the comparability between the task and the
structure, this suggests that depth of embedding results in more complex con-
figurations. What might account for this difference? Again, we must look to the
interface to explain this. Under the logic of phase theory, a phasally complete
functional domain like DP should cease to function as a complex object (phase
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impenetrability condition, PIC). While (3a) and (3b) are equivalent with respect
to the number of phasal domains (assuming one views DP as a phase), in (3b), but
not (3a), the referent of the head noun is restricted by an expression that is inac-
cessible under the PIC. In fact, the descriptive content of the lower phase in the
water in (3b) was essential for success in the experimental task: other alligators
lurked on land. We submit that this is the source of the added complexity of these
structures, but note that this is not complexity in the narrow syntax - the nar-
row syntax freely generates such structures — the challenge rests in interpretive
requirements at the interface.

4 PP/relative clause modification and recursive PP
modification

A third observation in support of our view of complexity also originates from
Pérez-Leroux, Peterson, et al. (2018). In lieu of the target PP modifiers (4a), speak-
ers commonly substituted relative clauses (4b) and a mix of PP and relative clause
constructions (4c).

(4) a. The one on the plate with the apple.
b. The bird that’s on the crocodile that’s in the water.

c. The one on the one on the crocodile’s eyes that was in the water.

That adults were prone to use the more elaborate relative clauses (RCs) where
simple PPs would do the work was a surprise. That children did so too was more
so, given the extensive literature on children’s difficulties with relative clauses
(see references in Friedmann et al. 2009; Givon 2009). Interestingly, these expan-
sions were particularly frequent when the target was a twice-embedded PP struc-
ture. There, the relative and mixed PP/relative strategies represented over 40%
of adults’ and children’s target responses. This was true in English as well as in
recent data from German preschoolers, obtained with the same methods (Lowles
2016). These responses are perfectly natural, and certainly successful in the con-
text of our task. From a complexity perspective, they are perplexing — especially
in the case of children - inasmuch as they constitute longer and structurally more
elaborate constructions that, importantly, do not informationally add anything
when compared to PP responses. The additional syntactic and semantic complex-
ity introduced by RCs is not limited to the additional lexical material but is also
due to the fact that they involve displacement and dependencies in syntax as well
as additional semantic operations. Yet their use strongly suggests that the modi-
fication relation is not problematic. This leaves us with a mystery: Why should
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children and adults frequently use the structurally more elaborate relative clause
strategy to express modification?

If complexity is not computed in narrow syntax as the result of a number of
recursive applications of Merge, then this result can be interpreted from a differ-
ent angle. Several possibilities arise which differ with respect to how “detached”
from the computational component the complexity issue really is. For instance,
as early as 1963, Chomsky & Miller argued that the complexity of recursive self-
embedding results from performance processes, not formal grammar. In contrast,
Arsenijevi¢ & Hinzen (2012) note that instances of X directly dominating another
instance of X are rare: the common strategy is for referential expressions to dom-
inate others of the same type indirectly, via sequences of functional categories.
For them this is a direct result of the phasal architecture of the computational
component. Everything seems to function as if to create a structural contour be-
tween referential expressions in a phrase.

On a final note, our conclusion that complexity of recursive embedding does
not reside in narrow syntax is supported by comparable data recently collected
from French and Japanese (Bamba et al. 2016; Roberge et al. 2018). In these lan-
guages, children do not readily rely on the relative clause strategy; they incor-
porate it gradually, as one would expect. One possible explanation route is to
link this cross-linguistic difference to uniformity in the directionality of embed-
ding: French and Japanese are uniformly right- and left-embedding, whereas Ger-
man and English mix branching directionality in their nominal syntax. If this is
confirmed by further studies on additional languages, we would conclude that
recursive PP embedding is not computationally more complex than any other
applications of Merge and avoidance of twice-embedded PPs in our experiments
must be accounted for by recourse to other considerations.

5 Genitives and PPs

The cases discussed so far implicitly follow a quantity metric, comparing the
target structures in the two types of double-modification contexts with respect
to the number of noun phrases, embedding steps, layers of functional structure,
and steps required for semantic derivation. Let us now turn to qualitative differ-
ences. Do different types of NP embedding yield differences in complexity for
reasons unrelated to structural metrics? Here we focus on possessive embedding
(1a), which differs from comitative PPs (1b) in terms of directionality and case
marking. Again, on minimalist assumptions about recursion, the answer should
be no. However, accounts of acquisition difficulties often rely on notions of uni-
formity, and the basic typology of the target language. It is conceivable that in
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English, a fundamentally right-branching and analytic language, the genitive ’s
construction might be constrained in acquisition. It is, after all, constrained in
related languages. Roeper & Snyder’s (2004) observation that the cognate pos-
sessive form in German does not iterate (i.e., German allows NP’s NP but not
NP’s NP’s NP) was the starting point in the study of the acquisition of recursive
self-embedding structures. Such language differences prove that rule acquisition
(i.e., possessive -s, in this case) is a learning step distinct from the acquisition of
rule iteration (allowing multiple instances of the embedding process). The data
in Pérez-Leroux et al. (2012) suggested a delay. First-level embedding appeared
simultaneously for genitives and PP modifiers. Second-level of embedding was
a distinct stage, attained first for PP modifiers. Since few children attained the
second stage in the development of complex NPs, this was clearly worth further
investigation. We recently elicited data on the production of recursive posses-
sives and PPs in a group of seventy-one English-speaking children in Toronto
(Pérez-Leroux et al. in preparation). While overall rates of production success
were slightly higher for recursive comitative PPs, children did not acquire them
earlier than genitives. In fact, the converse was true. Individually, more children
could produce recursive sequences of possessive -s than of comitatives (NP with
NP with NP) at a ratio of 5 to 1 compared to the converse pattern. This is due to
the PP/RC trade-off described in §4. Possessives were rarely substituted by other
forms, so a child could more easily embed possessives twice. We can safely con-
clude that the structurally distinct properties of the possessive construction do
not constrain children’s ability to iterate genitive embedding.

6 Conclusion

The notion of complexity — often loosely defined and used intuitively - is illumi-
nated by the consideration of caps on recursion as observed in acquisition studies.
Four cases were discussed, all pointing to the conclusion that complexity can-
not be characterized exclusively in terms of the number of iterations of Merge.
In closing, we return to WHRH and the view of recursion articulated therein.
WHRH take complexity to correlate with iterations of the recursively defined
generative structure-building procedure, with caps on recursion/complexity re-
ducing to (arbitrary) extra-linguistic considerations. Couched in the traditional
dichotomy;, their focus is on competence. We argued that this view of complexity
does not shed light on the nature of caps on recursion observed in the language
acquisition studies reported here. However, we believe our results are consistent
with the overall view of recursion articulated in WHRH. The absence of a corre-
lation between complexity and recursive iterations of Merge is exactly what one
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might expect if the recursive nature of grammar is an architectural universal and
hence unlearnable (as WHRH say). Likewise, WHRH’s view that caps on recur-
sion/complexity must be understood in terms of conditions external to narrow
syntax resonates with our findings, though it is not at all clear to us how external
(or arbitrary) these really are. Our studies point to the need for future work to
determine and articulate the nature of complexity at the interface.

Abbreviations

PIC phase impenetrability RC relative clause
condition
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Chapter 3

From macroparameters to
microparameters: A Bantu case study

Jenneke van der Wal

Leiden University

Crosslinguistic variation in the Bantu languages provides evidence for a more fine-
grained model of parameter setting, ranging from macro- via meso- and micro-
to nano-parametric variation, as proposed by Biberauer & Roberts (2015a). The
various sizes of parametric variation in Bantu are discussed for word order, verb
movement, ditransitive symmetry, locatives, and ¢ indexing in the clause. Taking
a Minimalist featural perspective, the resulting emergent parameter settings and
hierarchies are motivated by third-factor principles. The paper furthermore shows
how macrovariation does not equal macroparametric variation.

1 Parametric variation

In a Minimalist approach to syntactic variation, the variation is often assumed
to be located in the lexicon, since the items in the lexicon need to be learned
anyway, be they of a lexical or functional nature. This basis of parametric varia-
tion is captured in the Borer—Chomsky conjecture (Baker 2008: 3, cf. Borer 1984;
Chomsky 1995), building on the lexical parameterization hypothesis (Manzini &
Wexler 1987) and the functional parameterization hypothesis (Fukui 1995):

(1) All parameters of variation are attributable to differences in the features
of particular items (e.g. the functional heads) in the lexicon.

This entails that parameter settings involve, first, the selection of which formal
features are present in the grammar of a language, and second, where in the
language these features manifest themselves. This creates natural dependency
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relations, which can be captured in parameter hierarchies — the backbone of the
ReCoS project as proposed by Ian Roberts (see Roberts & Holmberg 2010; Roberts
2012 and much work in collaboration with other members of the project). An
example is the hierarchy for word order (Roberts 2012), assuming that the default
is for languages to be head-initial (Kayne 1994) and that head-finality is triggered
by a feature moving the complement to the specifier of the head containing the
feature (see further in §2.1):

(2) Word order parameter hierarchy (Roberts 2012):

Is head-final present?

/\

No: head-initial Yes: present on all heads?

/\

Yes: head-final No: present on [+V] heads?

/\

Yes: head-final  No: present on ...
in the clause only

There are two main conceptual motivations for exploring this hierarchical
model of parameterisation. First, organising parameters in a dependency rela-
tion — rather than postulating independent parameters — drastically reduces the
number of possible combinations of parameter settings, i.e. the number of pos-
sible grammars, as shown by Roberts & Holmberg (2010), Sheehan (2014), and
Biberauer et al. (2014).

Second, the parameter hierarchy can serve to model a path of acquisition that
is shaped by general learning biases (a component of the “third factor” in lan-
guage design, Chomsky 2005). Biberauer & Roberts (2015a; 2017) suggest that
two general learning biases combine to form a “minimax search algorithm”:

(3) Biberauer & Roberts (2015a: 300)
a. feature economy (FE)
Postulate as few features as possible to account for the input.
b. input generalisation (IG)
If a functional head sets a parameter to value v; then there is a
preference for all functional heads to set this parameter to value v;
(a.k.a. “maximise available features”)

By FE, the first parameter is always whether a feature is present/grammati-
calised in a language at all (cf. Gianollo et al. 2008). If there is no evidence for the
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3 From macroparameters to microparameters: A Bantu case study

presence of the feature, this first question will not even be asked. If there is evi-
dence, a formal feature is posited, and by IG the feature is taken to be present on
all heads. Only if there is counterevidence in the primary linguistic data (PLD) for
this omnipresence will an acquirer postulate new categories and ask more spe-
cific questions about the distribution of the feature, i.e. on which subset of heads
the feature is present. We thus derive a “none-all-some” order of implicational
parameters and of parameter acquisition, as represented in (4). Parameters in this
system are thus an emergent property of the grammar; see Biberauer & Roberts
(2015a; 2016), Biberauer (2017a,b; 2018) , and Roberts (2019) for a full explanation
of this emergent parameter setting.

(4) Fpresent?

SN

NO YES: all heads?

/N

YES No: which subset of heads?

This NONE > ALL > SOME acquisition creates a hierarchy that we can think of
as ever more specified (i.e. featurally rich) parameters. In “size” terms, Biberauer
& Roberts (2015a; 2016) propose the following taxonomy of parameters:

(5) Types of parameters

For a given value v; of a parametrically variant feature F:

a. Macroparameters: all heads of the relevant type, e.g. all probes, all
phase heads, share v;;

b. Mesoparameters: all heads of a given natural class, e.g. [+V] or a core
functional category, share v;;

c. Microparameters: a small, lexically definable subclass of functional
heads (e.g. modal auxiliaries, subject clitics) share v;;

d. Nanoparameters: one or more individual lexical items is/are specified
for v;.

These parameter settings are said to have consequences for typology, acqui-
sition, and diachrony. True macroparameters sit at the top of the hierarchy, de-
termined by the complete absence or omnipresence of a feature. Typologically,
the subsequent parameter settings have longer and more complex featural de-
scriptions (since the descriptions are essentially aggregates of prior parameter
settings), indicative of increasingly more marked grammatical systems. In terms
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of acquisition, the higher parameters need to be set before lower parameters can
be, which means that the further down the hierarchy a parameter is, the further
it is expected to be along a learning path.

A conceptual motivation for the various sizes of parametric variation has thus
been presented in the work by Biberauer and Roberts, but there remains a need
for empirical evidence for these size differences. Biberauer & Roberts (2012; 2016)
and Ledgeway (2013) form a good start, and the first goal of the current paper is
to show that the different sizes of parametric variation are empirically verifiable
in the Bantu languages, allowing a clearer insight into the nature of cross-Bantu
variation, and a finer-grained discussion of how languages differ parametrically.

A second goal of the current paper is to show how parameter setting sizes
need to be distinguished from geographical and genealogical “sizes” of varia-
tion. This is an important distinction that is not always made explicit: there is a
difference between sizes of variation and sizes of parameter settings. The terms
“macrovariation” and “microvariation” are standardly used when referring to
comparative differences in a respectively larger or smaller geographical area, or
at a respectively higher or lower level of genealogical relations. For example, one
might talk about macrovariation between Algonquian vs. Sinitic languages (e.g.
for polysynthetic vs. analytic morphology), or microvariation among northern
Italian dialects. Given the relative robustness and stability of higher parameters
with respect to lower parameters, we expect the variation in parameter size to go
together with this geographical and genealogical variation. Logically speaking,
however, the two are distinct. For example, if the presence of the feature uCase is
one of the parameters, then it can be set as a macroparameter: either DPs need to
be licensed or they do not.! Diercks (2012) shows that some Bantu languages do
not show evidence for the presence of uCase, essentially setting the first param-
eter in this potential hierarchy to “no”: uCase features are not present. In con-
trast, I show that at least the Bantu languages Makhuwa and Matengo do show
evidence for the presence of abstract Case (van der Wal 2015), which again ap-
pears to be set as a macroparameter for the whole language. This means that we
find both macroparametric settings (“no” and “all”) in different Bantu languages.
Although this is a variation in macroparametric settings, it would not typically
be described as macrovariation, since it concerns variation within a subfamily.

"Halpert (2012; 2016) and Carstens & Mletshe (2015) suggest that even if uCase is absent on T
(no evidence for nominative/subject case), there might still be a requirement for nominals in
the lower domain to be licensed. Halpert claims that bare nominals can be Case licensed either
inherently if they have an augment (K) or by a clause head while in the vP domain; Carstens &
Mletshe propose semantic Case licensing by a low Focus head along with a value for [Focus].
This suggests a micro setting for the Case parameter in these languages.
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3 From macroparameters to microparameters: A Bantu case study

With this background and these aims, the rest of the paper illustrates the var-
ious sizes of parametric variation across Bantu. §2 exemplifies each parameter
size (from macro to nano) from different domains: word order, verb movement,
symmetry in double objects, and locatives. §3 focuses on one domain, ¢ feature
indexing, and attempts to establish a parameter hierarchy, capturing the vari-
ation as found in the Bantu languages, and exploring the nature of parameter
hierarchies in the process.

2 One size does not fit all: Bantu illustrations of
parameter sizes

2.1 Macro setting: Word order parameter

Under the assumption that head-initiality is the basic parameter setting (Kayne
1994), head-finality can be seen as the presence of a movement feature triggering
“roll-up” movement. This feature can then be present on no heads, all heads, or
a subset of heads, as already referred to above. The Bantu languages are almost
all straightforwardly head-initial in all domains: initial complementisers, aux-V
order, V-O order, prepositions, and N-possessor order, as illustrated in (5).

(6) Swahili (G42, Lydia Gilbert, p.c.)?
A-li-ni-ambia kwamba a-ta-enda ku-nunua mkate bila
1sM-PsT-1sG.oM-tell comp  1sM-FUT-go INF-buy 3.bread without
mfuko w-a  wazazi.
3.bag 3-CONN 2.parents

‘S/he told me that s/he would go to buy bread without her parents’ bag’

In a parameter hierarchy for word order as in (2) above, the Bantu languages
overall are in the initial state: no head-final features. In acquisition this means
that the parameter is left as unspecified, since there is no evidence whatsoever in
the PLD that would trigger an acquirer to even consider the presence and spread
of the feature.

In this case, a macro-setting for the word order parameter happens to also be
associated with macro-variation, in the sense that there is not much variation
within the Bantu language family but only on a macro-level of comparing lan-
guage families.

*Bantu languages are classified with a letter (region) and number (language), according to
Maho’s (2009) update of the original classification by Guthrie (1948).
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However, there are tiny patches of head-finality to be found here and there.
Two examples are O-V order in Tunen, and final question particles in languages
like Rangi® and Zulu. While these languages are otherwise head-initial, they
show head-finality in some restricted areas of the grammar.

Tunen is one of very few Bantu languages in which the direct object typically
precedes the verb (7a). Only when the object is (contrastively) focused will it
follow the verb, and in addition be marked with a contrastive particle a (7b).

(7) Tunen (A44, Mous 1997: 126)
a. AnA  mone indi.
3SG.PST money give
‘S/he gave money.
b. AnA india  mone.
3SG.PST give PTCL money
‘S/he gave MONEY.

Final particles form another example: while complementisers typically pre-
cede the clause they embed, question particles in Zulu and Rangi are clearly
clause-final, evidencing a high interrogative-related projection (cf. Buell 2005;
2011).

(8) Zulu (S42, Buell 2005: 69)
a. U-Sipho  u-ya-yi-thanda lo-mculo.
AUG-1.Sipho 1sM-Dj-90M-love 3.DEM-3.song
‘Sipho likes this song’
b. U-Sipho  u-ya-yi-thanda lo-mculo na?
AUG-1.Sipho 1sM-DJ-90M-love 3.DEM-3.song Q
‘Does Sipho like this song?’

*Rangi (like some surrounding languages) is famous for its main clause V-aux order in two
future tenses (Gibson 2016), which is an instance of head-finality too. However, the fact that
the object still follows the auxiliary argues against roll-up movement, and thus against an
analysis as involving the same feature. Furthermore, the strict adjacency required between
the infinitival verb and the auxiliary, as well as the fact that clauses with a filled C-domain
(relative, cleft, wh, focus) require aux-V order, argues in favour of V-aux as a derived by phrasal
movement of only the infinitive to the specifier of the aux, rather than a full comp-to-spec
movement.

30



3 From macroparameters to microparameters: A Bantu case study

(9) Rangi (F33, Gibson 2012: 51)
a. Ma-saare y-aanyu mwi-ter-iwre uu?
6-words 6-your 2PL.SM.PST-listen-PFv.PASS Q
‘Were your words listened to?’
b. Ni w-ari w-00-saak-a ary-a wuaa?
cop 14-stiff.porridge 25G.sM-PROG-want-Fv eat-Fv Q
‘Is it stiff porridge that you want to eat?’

While the typical Bantu acquirer generally does not pay any attention to the
word order parameter and happily leaves the “no” setting intact, the illustrated
phenomena provide potential input to the Rangi or Tunen acquirer that the “no”
setting is not quite right. It is also clear that not all heads are head-final (skip
macro), and that the verbal domain is not head-final in its entirety either (skip
meso), which means that the head-final feature is at most only present on a sub-
class of heads, i.e. a micro-setting. Specifically for Tunen, it seems to only be
present on V,* and in Rangi and Zulu only on a head in the high discourse do-
main of the clause.

2.2 Meso setting: Clausal head movement

Another point where Bantu languages do not seem to vary internally is the tem-
plate of verbal morphology and the structural position of the verb stem. Bantu
verbs consist of a root with inflectional prefixes and (mostly optional) deriva-
tional suffixes, ordered as in the simplified template in Figure 3.1.5

APPL, PASS,
NEG | subject [ NEG | TAM | object | root final suffix | post-final
CAUS, etc.

Figure 3.1: Slots in the Bantu verb

*This is likely a subset of V that c-selects for a DP object, as for example CP complements still
follow the verb.

*Some Bantu languages also use tense, aspect, mood (TAM) inflections suffixes. An anonymous
reviewer points out that TAM marking in Chimwiini is prefixal in general, with the exception
of the past tense, which is a suffix. Whether this exception is due to a syntactic nano-parameter
or a different morphological specification remains a question for further research.
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This verbal morphology provides clear clues as to its underlying syntax. The
most attractive structural analysis of this verbal structure is, following Myers
(1990), Julien (2002), Kinyalolo (2003), Carstens (2005) and Buell (2005), and draw-
ing on the explanation in van der Wal (2009), that the verb starts out as a root
and incorporates the derivational and inflectional suffixes by head movement in
the lower part of the clause. It then terminates in a position lower than T. The in-
flectional prefixes on the verb represent functional heads spelled out in their base
positions. The (derived) verb stem and prefixes form one word by phonological
merger. See Julien (2002) for the more elaborate argumentation.

To illustrate and argue for this derivation, consider first the Makhuwa example
in (10) and the proposed derivation in (11). The verb stem -oon- ‘to see’, head-
moves to CausP and incorporates the causative morpheme to its left: -oon-ih-.
This combined head moves on to ApplP, incorporating a further suffix to its left:
-oon-ih-er-. The next step adds the passive morpheme to form -oon-ih-er-iy- and
this complex moves once more to add the final suffix, which has been posited in
an aspectual projection just above vP. Crucially, these are all suffixes, and they
surface in reversed order of structural hierarchy (Baker’s 1988 mirror principle).

(10) Makhuwa (P31, van der Wal 2009: 168-169)
nlépwané o-h-oén-ih-er-iy-a epuludtsa
l.man 1SM-PFV.DJ-see-CAUS-APPL-PASS-FV 9.blouse

‘the man was shown the blouse’

(11) TP
/\
o-h- AspP
/\
[[[{[-oon];ihJjer]iiy]ma] ~ VP

N

PassP®

N
tm  ApplP

N

ty  CausP

N

VP
N

t; epuluutsa
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One might expect the verb to move even higher (v-to-T-to-C), but there is no
reason to assume that a moved head will first incorporate morphemes to its right
(the derivational extensions and final inflectional suffix) and then to its left (the
agreement and TAM markers). Therefore, the fact that inflectional morphemes
surface as prefixes strongly suggests that these are not incorporated into the verb
in the same way as the derivational suffixes, and thus that the verb has not head-
moved further in the inflectional domain. The prefixes do form one phonological
unit with the verb stem, but are posited as individual heads that attach to the rest
of the verb by phonological merger only.

Another argument for this analysis is found in the order of the prefixes. If
the inflectional prefixes were also the result of head movement, like the suffixes,
they are expected to surface in the opposite order. This is indeed what we find
in French, where there is independent evidence that the verb moves to T: the
inflectional morphemes appear in the reverse order of the Makhuwa inflectional
prefixes (12), and they appear as suffixes on the verb in (13).

(12) Makhuwa (P31, van der Wal 2009: 169)
kha-mw-aa-tsuwéla
NEG-2PL.SM-IPFV-know
‘you didn’t know’

(13) French
nous aim-er-i-ons
1PL.PRON love-IRR-PST-1SG

‘we would love’

The verbal morphology thus provides evidence for head movement of the verb
in the lower part of the clause to a position just outside of vP, with the prefixes
spelled out in their individual positions in the inflectional domain above vP/AspP.
Assuming with Roberts (2010) that head movement is triggered by features on
heads (and a subset relation of the features of the goal with respect to its probe),
then in featural terms, Bantu verbal movement can be accounted for by the dis-
tribution of this feature in the lower part of the clause only. More precisely: only
the heads in the lower phase trigger head movement, but not the higher phase:
a mesoparametric setting (see also Ledgeway 2013 and Schifano 2015 for a para-
metric account of variation in height of verb movement in Romance).

Coming back to the distinction between macrovariation and macroparamet-
ric variation, notice that the vast majority of the language family displays this

®The passive morpheme can also reside in a higher VoiceP; for the current point it does not
make a difference.
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“halfway” head movement. This is an invariant “macro” fact about Bantu crosslin-
guistic (non-)variation that nevertheless clearly is at a meso-level of parametric
variation, illustrating again that these notions should be kept apart.

2.3 Micro setting: (A)symmetrical double objects

Ditransitives in Bantu languages show crosslinguistic variation as well as lan-
guage-internal variation in the behaviour of the two internal arguments. Bres-
nan & Moshi (1990) divided Bantu languages into two classes — symmetrical and
asymmetrical — based on the behaviour of objects in ditransitives: languages are
taken to be symmetrical if both objects of a ditransitive verb behave alike with
respect to object marking and passivisation (see Ngonyani 1996; Buell 2005 for
further tests). In Zulu, for example, either object can be object-marked on the
verb (14), making this a “symmetrical” language.’

(14) Zulu (S42, Adams 2010: 11)

a. U-mama u-nik-e aba-ntwana in-cwadi.
la-mama IsM-give-PFv 2-children 9-book
‘Mama gave the children a book.

b. U-mama u-ba-nik-e in-cwadi (aba-ntwana).
la-mama 1sM-20M-give-PFV 9-book 2-children
‘Mama gave them a book (the children).

c. U-mama u-yi-nik-e aba-ntwana (in-cwadi).
la-mama 1sM-90M-give-PFVv 2-children 9-book
‘Mama gave the children it (a book).

Conversely, in asymmetrical languages only the highest object (benefactive,
recipient) can be object-marked; object-marking the lower object (theme) is un-
grammatical.

(15) Swabhili (G42)
a. A-li-m-pa kitabu.
‘She gave him a book’

"One should, however, be careful in characterising a whole language as one type, since it has
become more and more evident that languages are usually only partly symmetrical (Schade-
berg 1995; Rugemalira 1991; Thwala 2006; Ngonyani 1996; Ngonyani & Githinji 2006; Riedel
2009; Baker 1988; Alsina & Mchombo 1993; Simango 1995; Zeller & Ngoboka 2006; Jerro 2015;
van der Wal 2017, etc.).
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b. * A-li-ki-pa Juma.
‘She gave it to Juma’

Following Haddican & Holmberg (2012; 2015), I propose in van der Wal (2017)
that symmetry in Bantu languages derives from the ability of lower functional
heads like the Applicative to (Case) license an argument either in its complement
or in its specifier, as in (16) and (17).

(16) v agrees with BEN (and can spell out as Benefactive object marker)

T

v[e] ApplP

\ /\

“ABEN  Appl

Appl VP
.V TH

~_--Vv

(17) v agrees with TH (and can spell out as Theme object marker)

T

v[e] ApplP

In asymmetrical languages, Appl always licenses the theme and (16) is the
only possible derivation, whereas in symmetrical languages Appl is flexible in
licensing either argument (and either derivation in (16) and (17) is possible). The
features involved in flexible licensing are discussed in van der Wal (2017), but for
the current discussion it suffices to take this licensing flexibility to account for
the difference between asymmetrical and symmetrical languages.
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However, within these “symmetrical” languages, there is variation in which
low functional heads are flexible. That is, lexical ditransitives, applicative verbs
and causative verbs differ in symmetry, across and within languages. For exam-
ple, in Otjiherero the lexical ditransitive (not shown) and applied verb (18) behave
symmetrically for object marking, but causatives are asymmetrical, only allow-
ing object marking of the causee and not the theme (19).

(18) Otjiherero (R30, Marten & Kula 2012: 247)
Applicative
a. Ma-vé ve tjang-ér-é om-bapira.

PRS-2SM 20M write-APPL-FV 9-letter
‘They are writing them a letter’

b. Ma-va 1  tjang-ér-é ova-natjé.
PRS-25M 90M write-APPL-FV 2-children
‘They are writing the children it’

(19) Otjiherero (R30, Jekura Kavari, personal communication)
Causative

a. Ma-ve ve tjang-is-a om-bapira.
PRS-2SM 20M write-CAUS-FV 9-letter
‘They make them write a letter’

b. *Ma-ve i tjang-is-a ova-natje.
PRS-25M 90M write-CAUS-FV 2-children
‘They make the children write it’

This means that flexibility is present only in a subset of functional heads in
the lower phase, i.e. a microparameter, and within that subset we can distin-
guish even further microparameterisation, for example only applicative but not
causative in Otjiherero. Moreover, there appears to be an implicational relation
as to which types of ditransitives show symmetrical object behaviour (van der
Wal 2017), shown in Table 3.1.

How can this relation be accounted for? Following Pylkkénen (2008), I take
the lexical ditransitive to involve a low applicative head (LApplP) under V. Ap-
plicative verbs contain a high applicative head (HApplP) between V and v, and
Causative verbs have a causative head (CausP) above HApplP, either between V
and v or above a second little v (see further Pylkkanen 2008 on different heights
of causatives). The pattern in Table 3.1 can then be understood as an implicational
relation between low argument-introducing heads, such that if a relatively higher
head is flexible (= shows symmetrical object behaviour), lower heads do so too.
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Table 3.1: Implicational relation in ditransitive symmetry

CAUS APPL DITRANS Languages

Zulu, Shona, Lubukusu, Kiitharaka, Kimeru
Otjiherero, Southern Sotho

Luguru

Swahili etc. (asymmetrical)

*x X X N\
x x \ N\
x NSNS

For our parameters, this means that within the microparametric subset of
heads (namely, Case licensing functional heads in the lower phase of the clause),
the none-all-some pattern introduced above re-appears:

(20) Parameter hierarchy for (a)symmetry in ditransitive alignment (adapted
from van der Wal 2017)

Are low functional heads flexible in licensing?

/\

N Y: Are all low functional heads...?
.8 .
Y N: Are all Appl heads...?
1: Zulu etc. T~
Y N
2: Southern Sotho, 3: Luguru
Otjiherero

This falls out naturally if we acknowledge that the creation of a subset type
results from specifying an additional formal feature. Following the same logic,
the basic questions inspired by FE and IG apply to these features too: the feature
is only postulated if there is evidence (is it present — yes: create subset), it is then
assumed to be present in the whole subset (all heads within the subset), and only
if there is further evidence that it is not present for all heads in the subset is a
further subset created (defined by another feature). The scope of the parameter
settings is thus growing smaller and smaller the further down the hierarchy a
parameter is, but the mechanism stays the same. The microparameter for object
symmetry illustrated here applies only to the object domain and can therefore
be considered relatively small - indeed, it is microparametric variation — which
in this case also equals a geographical and genealogical size of microvariation.

8This is a theoretical possibility, representing flexible licensing that is sensitive to other factors.
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2.4 Nano setting: Locatives

Coming to the smallest size of parametric variation, it is important to note that
nanoparameters should be distinguished from what Biberauer & Roberts (2015b:
9) call “parametric fossils”. Syntactic parameters, however limited their scope
might be, still have effects in the syntax rather than just affecting the morphol-
ogy (as is the case for example in irregular past tenses that have no syntactic ef-
fect). Such a nano-parametric syntactic parameter setting can be found in Tswana
locatives.

The Bantu noun classes include a number of locative classes, most commonly
the classes traditionally numbered 16-17-18 and sometimes 23 (Meeussen 1967).
In Chichewa, for example, the class 18 prefix mu- derives a locative DP (with
meaning “inside”) from a noun in a non-locative class, as shown in (21).° The DP
status can be seen in the locative’s ability to control subject agreement and object
agreement on the verb. However, not all languages retain locatives as a part of
the noun class system, as there is variation in the categorial status of locatives. In
some southern Bantu languages locative DPs have undergone the “great locative
shift” (Marten 2010), reanalysing the locative prefix as a preposition. Locatives
are thus PPs in these languages, as illustrated for Zulu in (22).

(21) Chichewa (N31, Bresnan 1991: 58; Ron Simango, p.c.)
a. Ndi-ma-ku-kénda ku San José.
1sG.SM-PRS.HAB-170M-love 17 San Jose
I like (it) (in) San José’
b. Mu-nyumba mu-na-yera.
18-9.house  18sm-psT-white

‘Inside the house is clean’

[pp [np mu [np nyumbal]

(22) Zulu (S42, Buell 2007)
Ku-lezi  zindlu  ku-hlala abantu abakhubazekile.
17-10.these 10.houses ExpL-stay 2.people 2.handicapped

‘In these houses live handicapped people’
[PP ku [DP lezi [NP zindlu]

’Carstens (1997) analyses locative DPs as null locative nouns taking a KP complement, of which
K agrees with the locative and spells out as the locative prefix. The reanalysis to a PP then
concerns the loss of null locative nouns, leaving the KP/PP. Regardless of the precise analysis
of locatives (locatives as a nominal derivation by means of nP being another possibility — see
Fuchs & van der Wal 2019), the process of change from DP to PP and the relics in this area
illustrate a nanoparametric setting.
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Riedel & Marten (2012) show that there is a continuum for Bantu locatives,
ranging from a fully operative three-way (or more) distinction between the differ-
ent locative noun classes, on nouns as well as agreement markers, to a completely
reanalysed PP-based locative system and a reduced verbal agreement paradigm
(Demuth & Mmusi 1997; Creissels 2011). Towards the latter end of this spectrum
is Setswana, where locative noun classes have been lost, leaving behind some
“relics”. Only some prepositions show class 16 or 18 morphology (23a), and only
two nouns are inherently in locative classes (23b,c).

(23) Tswana (S31, Creissels 2011)
a. class 18 mo-rago ga ‘behind’
b. class 17 go-lo ‘place’
c. class 16 fe-lo ‘place’

Crucially, golo and felo are not just lexicalised locatives that are otherwise
adjusted to fit a system without any formally locative arguments, but they still
trigger true class 17 locative agreement on the verb, according to Creissels (2011).
This is important because it means that there still is a syntactic parameter to be
set, rather than the variation being “fossilised” and purely lexical.

The fact that this syntactic property is restricted to only two lexical items
makes it of a nano-parametric size. This is a fragile but interesting stage of a pa-
rameter — unless the lexical items are highly frequent, there is little chance that
acquirers of the language will have enough input to be able to pick it up. This
means that either the property will spread through the language and remain part
of the system, or that it disappears, essentially catapulting the language right to
the top of the relevant hierarchy, back to the “none” setting (cf. Biberauer &
Roberts 2016). The Tswana locatives seem to be on their way out, as Creissels
(2011: 36) notes that “Tswana speakers tend to regularize the situation by using
lefelo (class 5, plural mafelo) instead of felo [class 16, JW]”. This effectively reanal-
yses the noun class of the last remaining inherently locative nouns, leading to
the loss of the productive noun class.

In summary, I have presented evidence for more fine-grained parametric dis-
tinctions ranging from macro- to nano-parameters from various domains of Ban-
tu syntax. One of the challenges in the ReCoS research programme is to see how
the different sizes of variation all link up in one hierarchy, which is the topic of
the next section on ¢ feature indexation.
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3 Variation in the distribution of ¢ features

Bantu languages tend to be head-marking in the clause, often displaying sub-
ject and object marking, as well as complementiser agreement, but again there
is cross-Bantu variation. A closer look at this parametric variation in ¢ feature
indexation turns out to be interesting, both from an empirical and a conceptual
point of view. An attempt at establishing one parameter hierarchy for ug features
is shown to be problematic, but problematic in an insightful way:.

3.1 Where we see u¢g features

In the current framework, ¢ feature indexation is taken to be a reflection of an
Agree relation between a Probe and a Goal (Chomsky 2000; 2001). In Probe—
Goal agreement, a head with an uninterpretable feature (uF), called the Probe,
searches its c-command domain for valuation by the closest constituent with a
matching interpretable feature (iF), the Goal. I assume that subject marking on
the verb indicates the presence of a full ug feature specification on T, and that
object marking is due to u¢ on little v. I take a hybrid approach to object marking
as Agree with a defective goal (Roberts 2010; Iorio 2014; van der Wal 2015), which
entails that all object marking, be it pronominal (non-doubling) or grammatical
(doubling), involves a ¢ probe. The presence of u¢ features on a higher head
like C results in agreeing complementisers or separate relative markers on the
verb (Carstens 2003; Henderson 2011, among others). Finally, I propose that the
presence of ug features on lower functional heads such as Appl and Caus results
in multiple object markers, illustrated in the example in (24) and structure in
(25).1° The sets of ¢ features on the heads in the lower part of the clause are
“gathered” by head movement of the verb through the lower part of the derivation
(see §2.2 above). As ¢ features differ from the derivational heads themselves, they
are spelled out as prefixes on the verb (unlike the applicative, causative, passive,
etc., which appear as suffixes).

(24) Luganda (JE15, Sseikiryango 2006: 67, 72)
a. Maama a-wa-dde  taata ssente.
1.mother 1sM-give-pFv 1.father 10.money
‘Mother has given father money.

19T leave to one side how the Kinande “linkers” (Baker & Collins 2006; Schneider-Zioga 2015)
fit into this model - it might be that there is a separate LinkerP head that has u¢g features (as
Baker & Collins 2006 propose).
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b. Maama a-zi-mu-wa-dde.
l.mother 1sm-100M-10M-give-PFV

‘Mother has given him it’
(25) vP
v ApplP
u

T

BEN
\” N

Appl VP
wol A\
vV T

3.2 First attempt at a hierarchy

In setting the ugp parameters of a language, what needs to be established is wheth-
er the language makes use of ug probes at all, and if so, on which heads these
features are present. One can thus imagine a parameter hierarchy as in (26), fol-
lowing the now-familiar none-all-some sequence.

(26) Possible ug feature hierarchy 1 (cf. Roberts & Holmberg 2010; Roberts
2012; 2014)

Is ugp present?

N

N Y: Is ug present on all heads?

Y/\N Is ug present on all nominal [+N]/
clausal [+V] heads?

AN

Y N:Is ug present on heads with additional feature X?

Y

The first parameter asks whether uninterpretable ¢ features are present at all
in the language. If the answer is “no”, this could describe radical pro-drop lan-
guages (Saito 2007, Roberts 2010; 2012; 2014; 2019), which do not show any cross-
indexing and where this question will thus not even come up for the language
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acquirer (sticking to FE). In contrast, verbal inflection in all Bantu languages
shows at least some indexing, which means that it needs to be established how
pervasive this feature is in each language.

By IG, the next parameter sets whether all probes have ug. There is a question
as to which heads are included in “all probes”; concretely, should both the nom-
inal and verbal domain be considered? This is not the case for the null subject
hierarchy for ¢ features as proposed by Roberts & Holmberg (2010), where only
the clausal domain is considered. The acquisition logic of none-all-some, how-
ever, requires that the first “all” setting concerns undifferentiated categories (see
Biberauer 2011; 2018, Bazalgette 2015, and Biberauer & Roberts 2017 on emergent
parameters), which means that the whole domain — which is eventually split into
nominal and verbal — should be considered at this macro stage. Setting this pa-
rameter to “yes” should result in agreement not just on C, T, v, and Appl but
also P, D, Num, and Poss. While some Bantu languages may come close to the
presence of ug features throughout the language,!! I do not know of any Bantu
language showing ¢ agreement on prepositions,'? so we need to inspect sub-
types.

One step further down the hierarchy we ask whether u¢ is present on a subset
of heads, specifically all heads in the nominal or verbal domain. Since it may be
the case that there is a relevant subset in both domains, we can see this as a split
in a third dimension where parameters are set for the nominal domain [+N]
separately from the verbal domain [+V], depending on the input. Focussing on
the clausal domain for the current discussion, once the [+V] subset is identified,
by IG it is assumed that all heads in the subset, i.e. all functional heads in the
extended verbal projection, have u¢.

An example of a language where ug features are generalised to occur on all
(clausal) heads is Ciluba. Ciluba displays multiple object marking (i.e. ug on v
and Appl, in the system as introduced above), as well as subject marking (¢ on
T) and agreeing relative complementisers (¢ on C). Object and subject marking
are illustrated in (27); and (28) shows separate subject marking on the verb and
relative agreement on the auxiliary.

(27) Ciluba Kasai (L31, Cocchi 2000: 87)
Mukaji u-tshi-mu-sumb-il-a.
l.woman 1sM-70M-10M-buy-APPL-FV

B

‘The woman buys it (fruit) for him (the boy)

UThere is a question as to whether agreement and concord involve the same operation - see for
example Giusti (2008) for discussion claiming that they are not.
1 take the Bantu connective -a ‘of’ to not be a true preposition (van de Velde 2013).
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(28) Ciluba Kasai (L31, de Kind & Bostoen 2012: 104)
a. maamu u-di  ba-ana ba-ambul-il-a mikanda...
1.mother 1rM-be 2-child 2sM-carry-ApPL-FV 4-book
‘mother, for whom the children are carrying the books...
b. mi-kandai-di ~ ba-ana  ba-ambul-il-a maamul...
4-book  4rMm-be 2-children 2sm-carry-APPL-Fv 1.mother
‘the books which the children are carrying for mother...

If not all heads in the clause have ug, further parameterisation consists of
establishing the next relevant subset where ug is present. For the Bantu clausal
domain, the next largest subset appears to be the argument-licensing heads: T, v,
and Appl/Caus. Sticking with a standard view of Case licensing, this would come
down to heads that have Case in a featural specification.!® In Kinyarwanda, the
verb famously displays multiple object marking (29) as well as subject marking,
but not complementiser or relative agreement for ¢ features: the relative clause
in (30) is formed by a high tone. This means that ug is present on v and Appl, as
well as T, but not on C. Kinyarwanda thus sets the parameter “Is ugp present on
all argument-licensing heads?” to “yes”, entailing that there is no ug on C, since
otherwise the language would have already been done setting its parameters at
the previous question, i.e. all clausal heads have u¢.

(29) Kinyarwanda (JD61, Beaudoin-Lietz et al. 2004: 183)
Umugoré a-ra-na-ha-ki-zi-ba-ku-n-someesheesherereza.
lwoman 1sM-DJ-also-160M-70M-100M-20M-2SG.OM-1SG.OM-

read.CAUS.CAUS.APPL.APPL
‘The woman is also making us read it (book, cl. 7) with them (glasses, cl.
10) to you for me there (at the house, cl. 16).
(30) Kinyarwanda (JDé61, Zeller & Ngoboka 2014: 11)

a. U-mu-kézi  a-bar-a i-bi-tabo.

AUG-1-worker 1sM-count-Fv AUG-8-book

‘The worker counts books.
b. i-bi-tabo u-mu-koézi  a-bar-a

AUG-8-books AuG-1-worker 1sM-count-Fv

‘the books that the worker counts’

BHowever, see the discussion on Case in §1 as well as Diercks (2012) and van der Wal (2015).
Even if abstract as we know it does not play a role which is as influential in many European
languages, there is still reason to believe that a nominal licensing constraint is at play univer-
sally, as we show in Sheehan & van der Wal (2016; 2018).
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For all languages setting this parameter to “no”, a further subset will be found,
forming the next parameter. Within the argument-licensing heads, the next ques-
tion is whether ug is present on heads in the higher phase (i.e. v and T but not
Appl). If the setting is “yes”, the language has subject marking and only a single
object marker, as illustrated for Makhuwa. Makhuwa shows extremely regular
subject marking as well as object marking (all and only objects in classes 1 and 2
are marked, van der Wal 2009), but is restricted to one object marker (31), which
means ¢ on T and v, but not on Appl.

(31) Makhuwa (P31)
Xaviéré o-nu-m-vaha aneld Lusidna.
1.Xavier 1sM-PFV.PRS-10M-give l.ring 1.Lusiana

< . . . s
Xavier gave Lusiana a ring.

Makhuwa equally does not show agreement on C: complementisers never
agree, and the relative construction in Makhuwa does not have a relative com-
plementiser or relative agreement. Instead, it is best analysed as a nomino-verbal
participial construction which does not have an agreeing C head (van der Wal
2010).1

(32) Makhuwa (P31, van der Wal 2010: 210)
Ki-m-phééla ekaneta tsi-ki-vah-aly-aawé (AlL).
1sG-sM-PRs.cJ-want 10.pens 10-15G.0M-give-PFV.REL-POSs.1 1. Ali
‘T want the pens that he (Ali) gave me.

If the parameter setting is “no” for the presence of ug features in the higher
phase, then the language only has ug on one head. This turns out to always be the
highest in the subset left: up on T, i.e. only subject marking (see §3.3 below on the
implicational relation for ug on clausal heads). Basaa illustrates this parameter
setting: it has a subject marker, which is written separately but is obligatory even
in the presence of a full DP subject (33).

(33) Basaa (A43, Hyman 2003: 277)
Liwand4 jemli m '6éna je bijeki ‘ndap.
friend my sm PRs do-often eat food in house

‘My friend often eats food in the house’

“What seems to be a subject marker or relative marker on the relative verb in Makhuwa (e- and
tsi- in the examples) is a pronominal head (PtcpP) coreferring to the referent indicated by the
head noun, e.g. both refer to a class 9 shirt and therefore are both in class 9. There is no regular
subject marking, but the subject can be pronominalised on the verb as a possessive (-aawe),
showing that the relative clause is not a full clause but lacks higher heads in the extended
verbal projection. See van der Wal (2010) for details.
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Objects, however, are not marked on the verb, and when the object is pronom-
inalised it simply appears as an independent pronoun following the verb (34b).

(34) Basaa (A43, Hyman 2003: 278)
a. A bi nugnul litam.
sm P2 sell  fruit
‘He sold a fruit’
b. A binundl jo.
‘He sold it.

Finally, relative clauses in Basaa can be marked with a demonstrative (nu in
(35a) and hi in (35b), but Jenks et al. (2017) argue that this is not a C head.

(35) Basaa (A43, Jenks et al. 2017: 19, 20)
a. i-mut (n0) a  bi‘Yje bijek
AUG-l.person 1.REL/DEM 1.sM p2 eat 8.food
‘the person that ate the food’
b. hinuni (hi) liwandali  bi ‘tehe
AUG.19.bird 19.REL/DEM 5.friend 5sM P2 see
‘the bird that the friend saw’

If Jenks et al. (2017) are correct in their analysis of the relative construction,
then Basaa can be taken to illustrate a language in which only T has ug features,
whereas C, v and Appl do not.

The parameter hierarchy for Bantu languages discussed so far would thus
come out as follows:

(36) Possible ug feature hierarchy 2 (to be adjusted)

Is ugp present?

T

N Y: Is ug present on all heads?

/\

Y N: Is ugp present on all nominal/clausal heads?

/\

Is ug present on all
Y : . .
argument-licensing heads?

Ciluba /\

e _Is ug present on
higher phase (v+T)?

Kinyarwanda NG

Y N
Makhuwa Basaa
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3.3 (In)dependent parameters

If this parameter hierarchy represents the typological picture, then it holds an
implicational prediction such that if a language has u¢ on one head in the fol-
lowing scale, it will have u¢ on all the heads to its right (as noted for subject and
object agreement by Moravcsik 1974, cf. Givon 1976; Bobaljik 2008):

(37) C > Appl >v >T
comp/rel agr > multiple OM > OM > SM

Considering the sequence of heads in the verbal extended projection, it is clear
that C is not in the expected position on this implicational hierarchy. And there
are more indications that C is not quite in place in this hierarchy. For one thing,
the evidence for the absence of ug features on C in Makhuwa and Basaa is very
much dependent on the theoretical analysis of relative clauses, which makes the
argument for the absence of ug on C in these languages less strong. Moreover,
there is clear evidence from other Bantu languages that ¢ agreement on C must
be independent of ug on the argument-licensing heads. This is illustrated by
Bembe, which shows the typical Bantu subject and object marking (40b, u¢ on
T and v), but does not allow more than one object marker (40c, no ug on Appl).
Non-subject relative clauses in Bembe can display a relative marker in addition
to a pronominal subject marker (40), indicating that T and C both have their own
set of ug features.

(38) Bembe (D54, Torio 2014: 103)

a. Twa-h-ile batu bokyo.
1PL.sM-give-PsT 2.people 14.money
‘We gave people money’

b. Twa-bo-h-ile batu.
1PL.sM-140M-give-PST 2.people
‘We gave it to people.

c. *Twa-bo-ba-h-ile / *Twa-ba-bo-h-ile
1PL.SM-140M-20M-give-PST  1PL.SM-20M-140M-give-PST
intended: ‘We gave them it.

(39) Bembe (D54, Iorio 2014: 152)

a. Baana ba-twa-mon-ilé ba-b-ile babembe.
2.children 2rRM-1PL.SM-see-PST 2SM-COP-PST 2.Bembe

‘The children whom we saw were Bembe.

46



3 From macroparameters to microparameters: A Bantu case study

b. bilewa bi-ba-koch-ilé
8.food 8rM-2sM-buy-PsT

‘the food that they bought’

This cross-linguistic situation, as illustrated in Table 3.2, suggests that the pres-
ence of ug features on C does not form part of the implicational hierarchy that
holds between the argument-licensing heads T, v and Appl, which in turn sug-
gests that ug on C is a parameter that is independent of the parameter hierarchy
for ug features. See also Biberauer (2017a) and references cited therein on how
C behaves differently from lower heads in the domain of word order as well.

Table 3.2: Implicational relation in ug features

C T v Appl Example language
4 v v v Ciluba

v v v Kinyarwanda

v v Makhuwa

v Basaa
v v v Bembe

However, the implicational hierarchy does appear to hold for the argument-
licensing heads: if a language has ug on Appl (multiple object marking) then
it has ug on v (single object marking), and if a language has u¢ on v (object
marking) then it has ug on T (subject marking):

(40) Appl >v >T
multiple OM > OM > SM

It is known that v’s Case-assigning capacity can be dependent on T’s (Marantz
1991; Baker 2015), and it is clear from the data surveyed here that the same holds
for head-marking agreement (see Roberts 2014 on the same conclusion for Ro-
mance; and see, among others, Bobaljik 2008; Barany 2015 for discussion on im-
plicational relations between heads in the domains of Case and agreement). Ad-
ditionally, based on the data surveyed for Bantu languages, this implicational
relation can be extended to the lower functional heads such as Appl. The fact
that these implications hold indicates that argument-licensing heads are a natu-
ral class, with a strong relation to ¢ feature agreement.

This suggests a revision of the parameter hierarchy that brings out the inter-
dependence of argument-licensing heads, keeping C apart. In fact, it suggests
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that variation in the presence of ug features on C is a parameter that is not ac-
tually part of this hierarchy, since hierarchies are only attractive for modelling
dependent parameters (as argued in the original ReCoS research proposal, see
also Roberts & Holmberg 2010 and Sheehan 2014). The separate parameters can
then can be modelled as in (41), representing only the dependent parameters in
a macro-to-micro hierarchy:

(41) Dependent and independent u¢ feature parameters

Is ugp present?

T

N Y: Is ug present on all heads?

/\

Y N: Is ug present on all nominal/clausal heads?

— T _Is ug present on all

Y N:
argument-licensing heads?

Ciluba /\
_Is ug present on

Y N:
i 2
Kinyarwanda /%hﬂ phase (v+T)?

Is ug present on C? Y N
T Makhuwa Basaa
N Y
Kinyarwanda Ciluba

3.4 Further subsets

Potential nanoparametric variation can also be attested in this domain, as ex-
emplified by Luguru and Nyakyusa. These languages do display object marking,
but only for some predicates. To illustrate with one example: in Luguru the verb
-bona ‘to see’ requires an object marker and cannot be grammatically used with-
out it, as shown for animate and inanimate objects in (42) and (43). The seman-
tically similar verb -lola ‘to see/look at’, on the other hand, does not have this
requirement and occurs without object marker (44).

(42) Luguru (G35, Marten & Ramadhani 2001: 264-265)

a. Ni-w-on-a iwana.
1SG.SM.TNS-20M-see-FVv 2.children
‘I saw the children’
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b. *Ni-on-a iwana.
1sG.SM.TNS-see-Fv 2.children
intended: ‘I saw the children’

(43) Luguru (G35, Marten & Ramadhani 2001: 264-265)

a. Wa-ch-on-a ichitabu.
2SM.TNS-70M-see-Fv 7.book
‘They saw the book.

b. *Wa-on-a ichitabu.

2SM.TNS-see-FV 7.book
int. ‘They saw the book.

(44) Luguru (G35, Marten & Ramadhani 2001: 264-265)
No-bam-aa ku-lola iwanu.
1sG.SM.TNs-want-Fv 15-look.at 2.people

‘T want to look at people’

Marten & Ramadhani (2001) claim that this variation in predicates that do or
do not require/allow object marking is not due to transitivity or the choice of
object but individual predicates. Nevertheless, it seems that it can be modeled as
variation in v’s selection of a predicate taking an argument instead of an adjunct,
i.e. microvariation. This would fit the difference between ‘see X’ (argument) and
‘look at X* (non-argument). What is particularly suggestive in this case is the fact
that the presence of an object marker can influence the interpretation of a pred-
icate in Luguru. Marten and Ramadhani illustrate this with the predicate -pfika,
which is usually interpreted as ‘find, meet’ when used with an object marker
(45a), but as ‘arrive’ when there is no object marker (45b).

(45) Luguru (G35, Marten & Ramadhani 2001: 265-266)

a. Wanzehe wa-pfi-pfika ipfitabu.
2.elders 2sm.TNs-8oMm-find 8.books

‘The elders found books.

b. Wa-pfika ukaye kwake.
2sm-find house poss

“They have arrived at / been to his home.

c. ? Wanzehe wa-pfika ipfitabu.
2.elders 2sm-find 8.books

‘The elders arrived at the books’
intended: ‘The elders found books.
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Such a microparametric account seems less likely for Nyakyusa (M31), which
has similar restrictions on object marking (Lusekelo 2012). Here too, the presence
of ug on v is not set for all v heads, and transitive predicates are in one of three
groups according to their object marking abilities/possibilities (Amani Lusekelo
2012 and p.c.):

« impossible (‘cook’, ‘weave’),
- obligatory (‘see’, ‘love/like’),

« optional (‘smear’, ‘hold/touch’, ‘take’);

The first type of predicate never shows object marking and thus never projects
a v with ug features. In the second and third type of predicate ug features must/
can be present on v. It is unclear, however, how type 1 can be distinguished
(featurally) from the other two types, or, in other words, how type 1 forms a nat-
ural subset. object marking in Nyakyusa therefore appears to be an instance of
nanoparametric variation: individual predicates have/do not have ug features on
V.

What underlies the distinction between the second and third type is equally
unclear; alternatives suggested by anonymous reviewers include a potential se-
mantic difference for psych vs. touch/motion verbs, and a phonological factor
where the initial consonant of the verb stem or syllable structure might play a
role in requiring object marking. However, at the moment this is only speculative
and has to await further research on Nyakyusa object marking.

Even if the exact size of the parameter setting or the precise features involved
are as yet unknown, it is clear that these languages distinguish different pred-
icates, that is, different subtypes of little v, when it comes to the distribution
of ug features.”> We thus need a further specification of subsets, arriving at the
nano-level where certain predicates have a positive setting for the presence of ¢
features on v, indicated as v,, in the adjusted hierarchy in (46).1°

5Note that Sheehan (2014; 2017) proposes quite extensive subhierarchies for little v with respect
to ergative alignment, but starting from a different logic underlying the shape of the parameter
hierarchy.

1 An alternative way of organising the hierarchy to make the typological implication fall out
would be the following sequence of parameters (see also Barany 2015): Is ug present? > Is
ug present on T? > Is ug present on v? > Is ugp present on Appl? Note, though, that this
cannot capture the acquisitional path, and hence loses the motivation in the general cognitive
principles of FE and IG.
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(46)  Isug present?

/\ macro

N Y: Is ug present on all heads?

— T _Is ug present on all

Y N: . .
argument-licensing heads?

/\

Y N: Is ug present on all v&T? micro

Ciluba, /\

Kinyarwanda Y N: Is ug present on v,? nano

Makhuwa, /\

Bembe Y N

meso

Nyakyusa Basaa

Is up present on C?
N Y
Kinyarwanda, Bembe Ciluba, Makhuwa

This exploration of the hierarchy for ug parameters has thus brought to light
that what is thought to be the same phenomenon in the first instance might ac-
tually not be part of the same parameter hierarchy — concretely, the parameter
for ¢ features on C was shown to be set independently of the other heads in the
clause. The data also revealed an interesting implicational relation for ¢ features
on argument-licensing heads, which can be captured in a parameter hierarchy
that considers smaller and smaller subsets representing Bantu-internal paramet-
ric variation from the meso to the nano level.

4 Conclusions

The different sizes of variation as proposed by Biberauer & Roberts (2015a), rang-
ing from macro to nano, fit the morphosyntactic variation in the Bantu languages
better than a simple “macro” or “micro”. Importantly, this perspective encourages
us to look seriously at syntactic variation from a featural perspective. The feat-
ural perspective is attractive with the Minimalist programme in mind, locating
parametric variation in the features (on functional heads) in the lexicon. With the
outlined parameter-setting algorithm motivated by third-factor principles (Bib-
erauer 2017a,b; Biberauer & Roberts 2017) we have a promising model accounting
for crosslinguistic variation.

Bantu-internal variation shows that all parameter types are actually attested,
and individual languages vary as to the “grain” of their settings: what is micro
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in one system could be nano in another, etc. This is predicted in the current
approach: the “same” phenomenon surfaces in different sizes in different systems
(cf. Biberauer & Roberts 2016; Ledgeway 2013).

The Bantu variation also illustrates that the setting of a parameter to a certain
size does not necessarily correspond to geographical or genealogical macrovaria-
tion or microvariation. Whether languages or language families differ markedly
from each other or not (macrovariation) or are more similar but show variable
properties (microvariation) tends to go hand in hand with the size of the param-
eter setting (because of diachronic stability), but there is no one-to-one relation:
a language can have a macro setting on a certain parameter hierarchy where
the rest of the family has smaller settings, and the variation between otherwise
similar languages can still be characterised as microvariation — as is the case for
Bantu.

The crosslinguistic variation as seen in this paper thus stems from 1. whether
a feature is present in a language at all; 2. on which (subset of) heads the feature
is present; 3. the combination/interaction of different parameter settings. The
current state of research focuses primarily on the first and second determinants,
which necessarily precede the third aspect. Future research will hopefully shine
light on the interaction of the various parameters and parameter hierarchies, es-
pecially since the “some” options in any hierarchy are formed by the interaction
with features that potentially are part of their own separate hierarchy. This, how-
ever, requires further conceptual and empirical investigation.

Abbreviations

1 first person EXPL  expletive

2 second person FE feature economy
3 third person FUT future

AppL  applicative FV final vowel

AUG augment HAB habitual aspect
BEN  benefactive argument IG input generalisation
CAUS  causative INF infinitive

cJ conjoint verb form IPFV imperfective
coMP  complementizer IRR irrealis

CONN  connective NEG negation

cop copula oM object marker
DEM demonstrative P2 general past tense
DJ disjoint verb form PASS  passive
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PFV perfective Q question particle
PL plural REL relative
PLD  primary linguistic data RM relative marker
POSS possessive .
i SG singular
PROG rogressive
prog SM subject marker

PRON  pronoun
TAM tense, aspect, mood

PRS present
PST past TH theme argument
PTCL  particle TNS tense

Numbers refer to noun classes, or to persons when followed by sG or pL. High
tones are marked by an acute accent, low tones are unmarked or marked by a
grave accent.
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Chapter 4

Comparative syntax: An HPSG
perspective

Robert D. Borsley

University of Essex and Bangor University

There has been little explicit discussion of comparative matters in the HPSG litera-
ture, but HPSG has a number of properties which make it relevant to comparative
syntax. Firstly, it emphasizes detailed formal analyses, often incorporated into a
computer implementation. This means that the framework provides firmer foun-
dations than some other approaches for claims about individual languages and
about language in general. Secondly, it stresses how little is really known about
what is and is not possible in natural language syntax. Thirdly, it seeks to develop
concrete analyses closely linked to the observable data, which keep the acquisition
task as simple as possible and create as little need as possible for innate apparatus.
These properties suggest that HPSG can make an important contribution to the
comparative syntax.

1 Introduction

In what ways are languages alike in their syntax? In what ways can they differ?
Comparative syntax seeks to answer these questions and perhaps to explain the
answers that it arrives at. It has been a major focus of mainstream generative
grammar (MGG)! since the emergence of the principles and parameters frame-
work in the early 80s, and it has been a central concern of Ian Roberts (see e.g.
Roberts 1997; 2007). However, the questions that define the field of comparative

'T take this term from Culicover & Jackendoff (2005), who define it as “the line research most

closely associated with Noam Chomsky” (fn. 1, p. 3). It refers to a variety of different but re-
lated approaches. Like Culicover & Jackendoff I do not regard “mainstream” as a synonym for
“correct”.

Robert D. Borsley. 2020. Comparative syntax: An HPSG perspective. In Andras

Barany, Theresa Biberauer, Jamie Douglas & Sten Vikner (eds.), Syntactic architecture

I and its consequences I: Syntax inside the grammar, 61-90. Berlin: Language Science
Press.
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syntax are of interest not just to MGG but to any serious approach to syntax.
In this paper, I will consider what the Head-Driven Phrase Structure Grammar
(HPSG) framework can say about them. Although there has been work in HPSG
on a variety of languages, there has not been much explicit discussion of com-
parative matters in the main HPSG literature. Typical papers say “here is a good
way to deal with phenomenon P in language L” and not “here’s an interesting
way in which languages may differ”. However, it is not too hard to spell out
a view of comparative matters that is implicit in much HPSG work. Moreover,
HPSG-based computational work has often been concerned with comparative is-
sues, in particular with developing minimally different grammars for a variety
of languages (see e.g. Miiller 2015; Bender et al. 2010; Bender 2016), and this work
is also of some relevance here. HPSG brings a number of ideas to the discussion
of comparative syntax. One is a stress on the importance of firm empirical foun-
dations in the form of detailed formal analyses. Another is an emphasis on how
little we really know about what is and is not possible in natural language syntax.
A third is an emphasis on the importance of developing concrete analyses which
keep the acquisition task as simple as possible. I will discuss all of these in the
following pages.

The paper is organized as follows. In §2, I look at the principles and parame-
ters approach to comparative syntax and explain why proponents of HPSG are
sceptical about it. Then in §3, I explain the main components of HPSG gram-
mars: types, features, and constraints. In §4, I discuss the ways in which HPSG
grammars may differ, and in §5, I pull together the main ideas about compara-
tive syntax that I have introduced in the preceding sections. In §6 I conclude the

paper.

2 Principles and parameters

For MGG, the ways in which languages are alike and the ways in which they
may differ are a reflection of an innate language faculty. The properties they
share are the result of innate principles, while the ways in which they may differ
are defined by innate parameters. This position has been hugely influential over
the last 25 years. However, it seems fair to say that these ideas, especially the
idea of innate parameters, have not been as successful as was hoped when they
were first introduced in the early 1980s.?

Outsiders have always been sceptical about these ideas. Thus, Pollard & Sag
(1994: 31), after considering the possibility of incorporating parameters into
HPSG, comment as follows:

2See Newmeyer (2005) and Haspelmath (2008) for relevant discussion.
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In the absence of a list, however tentative, of posited parameters and their
range of settings, together with a substantial, worked-out fragment for at
least one language, a specification of the settings for that language, and
a reasonably detailed account of how those settings account for the array
of facts covered in the fragment, we are inclined to view parameter-based
accounts of cross-linguistic variation as highly speculative.

More recently, linguists who are less obviously outsiders have come to similar
conclusions. Thus, Newmeyer (2005: 75) writes as follows:

[...] empirical reality, as I see it, dictates that the hopeful vision of UG as
providing a small number of principles each admitting of a small number
of parameter settings is simply not workable. The variation that one finds
among grammars is far too complex for such a vision to be realized.

At least one Minimalist has come to much the same conclusion. Boeckx (2011)
suggests that:

some of the most deeply-embedded tenets of the Principles-and-Parameters
approach, and in particular the idea of Parameter, have outlived their use-
fulness.

A major reason for scepticism about parameters is that estimates of how many
there are seem to have steadily increased. Fodor (2001) considers that there might
be just twenty parameters, so that acquiring a grammatical system is a matter of
answering twenty questions. Newmeyer (2005: 44) remarks that “I have never
seen any estimate of the number of binary-valued parameters needed to capture
all of the possibilities of core grammar that exceeded a few dozen”. However,
Roberts & Holmberg (2005) comment that “[n]early all estimates of the number
of parameters in the literature judge the correct figure to be in the region of 50—
100”. Clearly, a hundred is a lot more than twenty. This is worrying. As Newmeyer
(2006: 6) observes,

it is an ABC of scientific investigation that if a theory is on the right track,
then its overall complexity decreases with time as more and more problem-
atic data fall within its scope. Just the opposite has happened with para-
metric theory. Year after year more new parameters are proposed, with no
compensatory decrease in the number of previously proposed ones.
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The increasing numbers might not be a cause for concern if parameters were
just seen as observations about how languages may vary, but if they are seen as
part of an innate language faculty, it is worrying. It is just not clear how there
could be so much that is innate. Moreover, a large number of innate parameters
seems incompatible with the minimal conception of the language faculty that
Chomsky has championed over the last decade or so.3

Scepticism about parameters is not a matter of saying that anything goes. It
is also not a matter of rejecting any notion of an innate language faculty. After
all, Chomsky argued for a language faculty for two decades before he formulated
the idea of parameters, and there are more recent advocates of a language fac-
ulty who do not assume parameters, for example Culicover & Jackendoff (2005).
Thus, one might reject the idea of parameters but still subscribe to the idea of an
innate language faculty. However, neither evidence that there are universal prop-
erties of language nor evidence that variation is limited is necessarily evidence
for an innate language faculty since there may be other explanations. Thus, Sag
(1997: 478), echoing much earlier work, suggests that “... perhaps much of the
nature of grammars can be explained in terms of general cognitive principles,
rather than idiosyncratic assumptions about the nature of the human language
faculty”. In rather similar vein, Chomsky (2005: 9) advocates “...shifting the bur-
den of explanation from the first factor, the genetic endowment, to the third fac-
tor, language-independent principles of data processing, structural architecture,
and computational efficiency”.

Probably most proponents of HPSG would remain agnostic about these mat-
ters. No doubt there are language universals and languages do not vary with-
out limit, as Joos suggested. But most HPSG linguists would think that we do
not have enough detailed formal analyses of enough phenomena in enough lan-
guages to have any firm conclusions about these matters. In the absence of such
conclusions, it is not possible to say much about contributions of general cogni-
tive principles and purely linguistic principles to grammatical phenomena.

3 The HPSG framework

HPSG emerged in the mid 1980s, building in various ways on earlier work, and it
has since been employed in theoretical and computational work on a variety of
languages.* It is a monostratal, constraint-based approach to syntax. As a monos-
tratal approach, it assumes that linguistic expressions have a single constituent

3For further discussion of parameters and the problems they face, see Newmeyer (2017).
*As a referee has pointed out to me, many of the properties of HPSG that I highlight here are
also features of Lexical Functional Grammar.

64



4 Comparative syntax: An HPSG perspective

structure. This means that no constituent ever appears anywhere other than its
superficial position and hence that it has nothing like the movement processes
that are a feature of all versions of transformational grammar. The relations that
are attributed to movement in transformational work are captured by constraints
that require certain features to have the same value. For example, a raising sen-
tence is one with a verb which has the same value for the feature suBj(ecT) as its
complement. As a constraint-based approach, it assumes that grammars involve
sets of constraints, and a linguistic expression is well-formed if and only if it con-
forms to all relevant constraints. There are no procedures modifying representa-
tions such as the Merge and Agree operations of Minimalism. For arguments in
favour of such a declarative view of grammar, see e.g. Pullum & Scholz (2001),
Postal (2003) and Sag & Wasow (2011; 2015).

HPSG is also a framework which places considerable emphasis on detailed for-
mal analyses of phenomena. Thus, it is not uncommon to find lengthy appendices
setting out formal analyses. See, for example, Sag’s (1997) paper on English rela-
tive clauses and especially Ginzburg & Sag (2000), which has a 50 page appendix.
One consequence of this, alluded to above, is that HPSG has had considerable
influence in computational linguistics.

A further important feature of HPSG is that it avoids abstract analyses with
tenuous links to the observable data. Phonologically empty elements are only
assumed if there is compelling evidence for them.? Thus, the fact that some En-
glish subordinate clauses contain a complementizer is not seen as evidence that
there is a phonologically empty complementizer in subordinate clauses in which
no complementizer is visible. Similarly, overt elements are only assumed to have
properties for which there is clear evidence. The fact that many languages have
a case system of some kind or some form of subject-verb agreement does not
mean that they all do. This feature of HPSG stems largely from considerations
about acquisition. Every element or property which is postulated for which there
is no clear evidence in the data increases the complexity of the acquisition task
and hence necessitates more complex innate machinery. This suggests that such
elements and properties should be avoided as much as possible. It has important
implications both for the analysis of individual languages and for how we see
differences between languages.

There may be compelling evidence for some empty elements in some languages. Thus, Borsley
(2009: Sec. 8) argues that Welsh has phonologically empty pronouns. For general discussion of
empty elements, see Miiller (2016: Sec. 19.2).
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For HPSG, a linguistic analysis is a system of types, features, and constraints.®
Types provide a complex classification of linguistic objects, features identify their
basic properties, and constraints impose further restrictions. The central focus of
HPSG is signs. For Ginzburg & Sag (2000), the type sign has the subtypes lexical-
sign and phrase, and lexical-sign has the subtypes lexeme and word. Thus, we have
the following type hierarchy:

(1) sign

T

lexical-sign  phrase

N

lexeme word

Both lexeme and phrase have a complex system of subtypes. In both cases, com-
plex hierarchies mean that the framework is able to deal with broad, general
facts, very idiosyncratic facts, and everything in between. I will say more about
this below.

There are many other kinds of type. For example, there are types that are the
value of fairly traditional features like PERSON, NUMBER, GENDER, and CASE. A
simple treatment of person might have the types first, second, and third, and a
simple treatment of number the types sing(ular) and plur(al).” Unlike the types
mentioned above, these are atomic types with no features. There are also types
that provide the value of various less familiar features. For example, HPSG has
a feature HEAD, whose value is a part-of-speech, a type which indicates the part
of speech of a sign and provides appropriate information, e.g. information about
person, number, gender, and case in the case of nominal signs or finiteness in the
case of verbal signs. Two other important features are suBj(EcT) and cOMP(LE-
MENT)S, whose value is a list of synsem objects, combinations of syntactic and
semantic information. The former, mentioned earlier, indicates what kind of sub-
ject a sign requires and the latter indicates what complements it takes. Obviously,
there are plenty of opportunities here for languages to do things differently.

The type lexeme and its subtypes and the associated constraints are the core
of the lexicon. In much HPSG work lexeme has two distinct sets of subtypes, one

®The related but slightly different framework, Sign-Based Construction Grammar, has a further
major element, namely constructions. For SBCG signs are defined in terms of constraints on
constructions, whereas standard HPSG has constraints applying directly to signs. SBCG is
more complex in some respects but simpler in others. In particular, it has a simpler notion of
sign and is able to dispense with a number of features and types which are assumed in HPSG.
See Sag (2010; 2012) for discussion.

"In practice a more complex system of values may well be appropriate.
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dealing with part-of-speech information and one dealing with argument selec-
tion information. Here is a simple illustration based on Ginzburg & Sag (2000:
20):

(2) lexeme
/\
PART-OF-SPEECH ARG-SELECTION
AT PN
v-Ix .o intr-Ix
N
s-rsg-Ix
srv-Ix

Small capitals are used for the two dimensions of classification, and v-Ix, intr-
Ix, s-rsg-Ix, and srv-Ix abbreviate verb-lexeme, intransitive-lexeme, subject-raising-
lexeme, and subject-raising-verb-lexeme, respectively. All these types will be sub-
ject to specific constraints. For example, v-Ix will be subject to something like
the following constraint:

HEAD verb
suBj (XP)

3) v-ix— [

This says that a verb lexeme has a verbal part of speech and requires a phrase
of some kind as its subject. Similarly, we will have something like the following
constraint for s-rsg-Ix:

su; (@) l

(4) s-rsg-lx — [COMPS <SUBJ <>>

This says that a subject-raising-lexeme has a subject and a complement, and the
subject is whatever the complement requires as a subject. Most of the properties
of any lexeme will be inherited from its supertypes. Thus, very little information
needs to be associated with specific lexemes in a system like this.

The lexicon is important for HPSG, and it has been the focus of much research.
However, it is not as important as it is for Minimalism. In Minimalism, the syntax
is just a few very general mechanisms — Merge, Agree, Copy — and how they
operate is determined by the properties of lexical items. Hence, the lexicon is
absolutely central. In HPSG, as explained below, the syntax is a complex system
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of types and constraints. Hence the lexicon is rather less central than it is in
Minimalism.

The type phrase and its subtypes and the associated constraints are central to
the syntax of the language. It is widely assumed that type phrase has two distinct
sets of subtypes, one dealing with headedness information and one dealing with
clausality information. Here is a simple illustration:

(5) phrase
/\
HEADEDNESS CLAUSALITY
headed-phrase clause  non-clause
7 T~ N
head-fill-ph interr-cl

/\/

wh-interr-cl

Head-fill-ph, interr-cl, and wh-interr-cl are abbreviations for head-filler-phrase,
interrogative-clause, and wh-interrogative-clause, respectively. Other subtypes of
headed-phrase are head-complement-phrase (for combinations of a word and its
complements) and head-subject-phrase (for combinations of a phrase and its sub-
ject), and other subtypes of head-filler-phrase include wh-relative-clause. Again,
all the types will be subject to appropriate constraints. For example, headed-
phrase will be subject to a constraint requiring it to have a head daughter with
which it shares certain properties. This system allows all sorts of generalizations
to be captured. Properties that are shared by all phrases can be captured by a
constraint on phrase, properties that are shared by all headed-phrases by a con-
straint on headed-phrase, properties that are shared by all head-filler-phrases by
a constraint on head-fill-ph, and so on.

Among other things, constraints on the various phrasal types provide informa-
tion about what daughters they have. However, they don’t say anything about
the order of the daughters. This is the province of a separate set of constraints.
Obviously, this is an area in which languages may differ.

An HPSG syntactic analysis is quite complex, especially compared with Min-
imalism, for which, as we have noted, syntax is just a few very general mecha-
nisms. However, it is not as complex as the base component of an Aspects-style
grammar (Chomsky 1965) nor as the kind of grammar proposed within the earlier
Generalized Phrase Structure Grammar (GPSG) framework (Gazdar et al. 1985)
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Both approaches involve many different rules for combinations of a head and
its complement, a set of rules for VPs, a set for PPs, and so on. Most HPSG work
has a single head-complement-phrase type with no subtypes. This raises the ques-
tion: when do we need to postulate a phrasal type? There are, of course, various
different kinds of head-complement-phrase, but there is no need for any sub-
types. A verb-phrase is just a head-complement-phrase headed by a verb with
certain properties stemming from its head, while a prepositional phrase is just a
head-complement-phrase headed by a preposition, again with certain properties
stemming from its head. We can say the following:

A phrasal type is necessary whenever some set of phrases have properties
which do not follow either from the more general types which they instan-
tiate or from the lexical items that they contain.

This might lead one to wonder whether a wh-interrogative-clause type is neces-
sary. One point to emphasize here is that a wh-interrogative-clause is not just
a head-filler-phrase with a wh-phrase as the filler. The wh-phrase must have
the immediately containing clause as its scope. This is unlike the situation in
languages with so-called partial wh-movement. Consider, for example, the fol-
lowing German example from McDaniel (1989).

(6) German
Was glaubt Hans [[ mit wem ] Jakob jetzt spricht ]?
what believes Hans  with whom Jakob now speaks

‘What does Hans think Jacob is speaking to now?’

Here the wh-phrase is in the subordinate clause, but, as the translation makes
clear, the scope of the wh-word wem is the whole sentence. It is also necessary
to ensure that English wh-interrogatives have a pre-subject auxiliary if and only
if it is main clause. It may be possible to capture these facts without postulating
a wh-interrogative-clause type, but it is not easy.

At least this is not easy if phonologically empty elements are not freely avail-
able. If such elements are freely available, it may well be possible to attribute
the facts to the properties of a phonologically empty head. This is essentially the
approach which is taken in Minimalism, in which head-filler-phrases involve
structures of the following form, where X is C(omplementizer) or one of the el-
ements that replaces it in work stemming from Rizzi (1997), e.g. Force, Top(ic),
Foc(us).
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(7) XP

/N

YP X’

/N

X ZP

The idea seems to be that the properties of X ensure that the specifier YP and
the complement ZP have the right properties. However, this idea never seems to
be developed in any detail. A detailed development would involve precise lexi-
cal descriptions for the various empty heads. The sort of thing that is necessary
was developed in some early HPSG work. Pollard & Sag (1994: Ch. 5) outlined an
approach to English relative clauses involving a number of empty heads (an ap-
proach which was abandoned in Sag 1997). One of these heads has the following
description:

_ _ _ » _|1nDEX
HEAD [MOD N’ [To-BinD|REL {[T}]: [RESTR H
CAT
LOCAL SUBCAT <[LOC (@], mvmer | rew (4], >
(8) | s|fin, unmarked, INHER | sLasH {[4}]:
[INDEX
CONTENT restr {510 05) _

| NoNLOCAL|TO-BIND|sLASH {[4]}

This interacts with certain phrase types to give a structure like (7). It is com-
plex, but each component of it has a purpose. The moD feature indicates that the
maximal projection of this element modifies an N’. The suBcAT feature indicates
that it combines with a specifier containing a relative pronoun and a comple-
ment which is a finite clause with no complementizer but a non-empty sLAsH
feature ensuring that it contains a gap.® This feature also ensures that the speci-
fier has the properties in the value of sLasH. The CONTENT feature ensures that
the content of this element brings together the content of the modified N” and
the relative clause. Various principles of HPSG ensure that the combination of N
and relative clause has the content of the empty head.” As noted above, this ap-
proach has been abandoned, but it gives some idea of what is involved in giving
an explicit analysis of the kind of empty head that is central to the Minimalist
approach to head-filler-phrases. It may be that Minimalist empty heads will have

8The suBcAT feature does work that is done by separate suBj and comps features in later work.
sLAsH does the work that is done in MGG by A’-movement. For arguments that the sLAsu
mechanism provides a better account of the phenomena, see Borsley (2012).

The TO-BIND features ensure that the REL and sLAsH features do not appear any higher in the
tree than they should.
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simpler descriptions, but until such descriptions have been developed, we cannot
really know.

Within Minimalism it is not just head-filler-phrases whose properties have to
be derived in some way from a typically empty head. English clauses without
an auxiliary have an empty T head, and English nominal constituents without a
visible determiner have an empty D head. Thus, empty heads of various kinds
are central to Minimalism. This is a reflection of the fact noted earlier that the
syntax for Minimalism is just a few very general mechanisms. Minimalism is a
bit like a version of HPSG with just two phrase types, an External Merge type
and an Internal Merge type.!? It follows that the real work must be done by lex-
ical elements and often by empty lexical elements. Oddly, however, very little
attention has been paid to the properties of these elements.!!

If empty elements are only postulated when there is compelling evidence for
them, there is no possibility of deriving the properties of different phrase types
from various invisible heads. Hence, a fairly complex syntax is more or less in-
evitable. However, this need not be a problem for acquisition if the analysis is a
fairly direct reflection of the observable data, as it is in HPSG.

As we have noted, a typical HPSG analysis will have a number of other sub-
types of head-filler-phrase. Consider the following examples:

(9) the book [ which I am writing ]
(10) What an interesting book this is!

(11) The more I read, the more I understand.

The bracketed material in (9) is a wh-relative, (10) is a wh-exclamative, and (11)
is what has often been called a comparative correlative, a construction whose
component clauses have been called the-clauses, e.g. in Borsley (2011). We have
three types of head-filler phrases each with various distinctive properties. Wh-
relatives may contain who and which but not what. Wh-exclamatives may only
contain what a(n) or how. Neither allows an auxiliary before the subject. Finally,
the-clauses must contain the and a comparative word. The second clause but not
the first may contain a pre-subject auxiliary:

(12) a. The more I read, the more do I understand.

b. * The more do I read, the more I understand.

For further discussion of the relation